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INTRODUCTION

This report describes research funded in collaboration with  NOAA’s cooperative
agreement and the CIRA Cooperative Institute concept for the period July 1, 2006
through June 30, 2007. In addition, we also included non-NOAA-funded research (i.e.,
DoD-funded Geosciences, NASA-funded CloudSat and National Park Service Air
Quality Research Division activities) to allow the reader a more complete understanding
of CIRA’s research context. These research activities (and others) are synergistic with
the infrastructure and intellectual talent produced and used by both sides of the funded

activities.

For further information on CIRA, please contact:

Our website: http://www.cira.colostate.edu/
Or
Professor Thomas H. Vonder Haar, Director

vonderhaar@cira.colostate.edu



CIRA MISSION

The mission of the Institute is to conduct research in the atmospheric sciences of
mutual benefit to NOAA, the University, the State and the Nation. The Institute
strives to provide a center for cooperation in specified research program areas by
scientists, staff and students, and to enhance the training of atmospheric
scientists. Special effort is directed toward the transition of research results into
practical applications in the weather and climate areas. In addition,
multidisciplinary research programs are emphasized, and all university and
NOAA organizational elements are invited to participate in CIRA’s atmospheric
research programs.

The Institute’s research is concentrated in several theme areas that include
global and regional climate, local and mesoscale weather forecasting and
evaluation, applied cloud physics, applications of satellite observations, air
quality and visibility, and societal and economic impacts, along with cross-cutting
research areas of numerical modeling and education, training and outreach. In
addition to CIRA’s relationship with NOAA, the National Park Service also has an
ongoing cooperation in air quality and visibility research that involves scientists
from numerous disciplines; and the Center for Geosciences/Atmospheric
Research based at CIRA is a long-term program sponsored by the Department of
Defense.

CIRA VISION

CIRA’s Vision is to improve interdisciplinary research in the atmospheric
sciences by entraining skills beyond the meteorological disciplines, exploiting
cutting-edge advances in engineering and computer science, facilitating
transitional activity between pure and applied research, and assisting the Nation
through the application of our research.




EDUCATION, TRAINING AND OUTREACH ACTIVITIES
Air Quality (Education and Outreach)

Dr. Marco Rodriguez presented the talk “Simulaciones numéricas de la calidad del aire
usando el modelo regional CAMx y una aplicacion directa a los parques de los USA” as
part of the VI Simposio sobre Contaminacion Atmosférica that took place in Mexico City,
Mexico on April 17 to 19, 2007. During this presentation Dr. Rodriguez had the
opportunity to expose some of the recent modeling research developments done by the
NPS group here at CIRA. This symposium brings together many researchers of different
Mexican universities and research institutes interested in air pollution. The symposium
was also open to the general public including college and high school students. Dr.
Rodriguez's talk focused on the efforts by the NPS group to use Eulerian photochemical
models to predict the impacts of different pollutants in the National Parks. This talk
attracted the attention of the media and the newspaper “Reforma” interviewed Dr.
Rodriguez about his activities as a Mexican researcher in the United States.

AMSU (Education and Outreach)

CIRA experimental blended total precipitable water (TPW) products from AMSU/SSM/I,
GPS and GOES sounder have received accolades from forecasters for predicting heavy
precipitation events. The websites, http://amsu.cira.colostate.edu and
http://amsu.cira.colostate.edu/gpstpw contain near real-time animations and products
used routinely by a growing number of forecasters and even forecasters in other
nations.
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Example of CIRA blended total precipitable water and anomaly field from the website on
June 25, 2006 when record flooding occurred in the Mid-Atlantic States.




AN Display System for Improved NWS Forecasts (Training and Outreach)

An NCAR AN display system (CIDD) was installed at the Fort Worth-Dallas WFO. This
allows forecasters to review the several types of AN products (real-time and forecast)
that are available within the system. The benefit to the NWS is an improved situational
awareness, thus improving NWS forecasts. In preparation for an operational
evaluation, significant software improvements were made during the past year in Data
Management, Data Display, Forecaster Interaction (boundary and polygon editing), and
Data Dissemination.

CloudSat (Education and Outreach)

The CloudSat Data Processing Center provides several different levels of data to the
science community. Scientists can order data from the ordering system, which they
would then have to manipulate and analyze for themselves. For scientists and
interested non-scientists, we offer Quicklook images that show the processed radar
reflectivities from each CloudSat orbit. The Quicklook images can be viewed from the
following link: http://www.cloudsat.cira.colostate.edu/dpcstatusQL.php). Occasionally,
CloudSat will fly over an interesting weather phenomenon such as a hurricane. The
DPC compares a regular satellite image, like those from the GOES satellites, to the
CloudSat overpass so that those interested can see the similarities and differences in
the images. Comparing these two images is interesting because the regular satellite
image will usually show the entire hurricane, whereas the CloudSat image will show a
narrow swath of the vertical distribution of clouds within the hurricane. We make these
images available to teachers, students, scientists, or anyone who is interested in
weather. You can view these Case Studies on the following website:
http://www.cloudsat.cira.colostate.edu/CaseStudies.php.
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Figure 1. CloudSat Captures the Eye of Hurricane lleana in August of 2006. This is an
example of a CloudSat Case Study.

CloudSat Mission and the Earth Energy Balance (Education and Outreach)

To increase the education and outreach information on the importance of the CloudSat
Mission, it is important for students and teachers to understand the important role that
clouds play in maintaining a constant surface temperature and their impact on global
warming and climate change. In understanding this role, one needs to first understand
the Earth’s Energy Balance and how Earth, its atmosphere, and space each gain and
lose energy. Changes in cloud type and cloud coverage affect these gains and losses
and directly impact the average surface temperature of the Earth. CIRA has produced a
test CD and Educator’s Guide on “Understanding Earth’s Energy Balance”. This CD
and Guide have recently undergone beta testing in a number of U.S. and international
schools. Refinements to this CD and Guide are planned for 2007-08.



UNDERSTANDING EARTH'S
ENERGY BALANCE

THE ROLE OF CLOUDS,
AND THE IMPORTANCE OF THE

NASA CLOUDSAT MISSION

| START

Centers of Excellence-CoEs (International Training and Outreach

CIRA collaborates with Centers of Excellence (CoEs) which have been designated by
the World Meteorological Organization (WMO) (previously known as Regional
Meteorological Training Centers (RMTCs). CIRA/NOAA now collaborates with 4 CoEs
located in Costa Rica, Barbados, Argentina, and Brazil. Activities with these CoEs over
the past year have focused on providing support to monthly weather/satellite briefings
carried out via the internet. Participants from countries in Central and South America
and the Caribbean view the same imagery using the VISITview tool and utilize Yahoo
Messenger for voice over the Internet. CIRA collaborated and participated in the virtual
High Profile Training Event (HPTE) held globally during October and November 2006.
Four core lectures were delivered in both English and Spanish.

In addition, CIRA continues to work with the CoEs to build case studies of significant
weather (i.e., heavy rain events associated with hurricanes, tropical waves, and severe
weather). Assistance has also focused on fire detection, volcanic ash detection,
satellite rainfall estimation, and satellite cloud climatologies.

See http://www.cira.colostate.edu/RAMM/TRNGTBL.HTM#vlab for more information on
various RMTC activities.



CoCoRaHS (Education, Training and Outreach)

The Community Collaborative Rain, Hail and Snow Network (CoCoRaHS) headed up by
the Colorado Climate Center at Colorado State University was select for funding in 2006
by NOAA's Office of Education Environmental Literacy Program. CoCoRaHS is a large
and growing collection of volunteers of all ages who help measure and report rain, hail
and snow from their own homes. Data gathered by volunteers are collected via
www.cocorahs.org/ and made available to the public, the National Weather Service,
decision makers and to research scientists. Training and education is a key part of the
CoCoRaHS network. All participants learn how to accurately measure and report all
forms of precipitation. They also learn how and why these data are important in
research, in commerce and in our daily lives. With the help of personalized e-mail
messages, newsletters, and on-line web messages, participants are introduced to
scientific terminology, activities and findings.

CIRA continues to assist CoCoRaHS in its expansion efforts. Eight new states and
several thousand new volunteers have been added in just the past 12 months. Along
with instructional resources for participants, CoCoRaHS is also developing training
resources for Cooperative Extension Programs across the country. Lesson plans for 4-
H leaders and for Master Gardeners are currently under development. CoCoRaHS has
also become a regular participant in the American Meteorological Society's annual
WeatherFest. Many families were shown how to measure precipitation at this year's
program in San Antonio, TX. CoCoRaHS will kick off in Louisiana in 2008 with a display
at the AMS Annual Meeting in New Orleans.

A young attendee at AMS Weatherfest in San Antonio, January 2007, drops a ball-
bearing on a hail pad to simulate hail.



COMET Meted Forecaster Users Program (Education and Outreach)

http://www.meted.ucar.edu/npoess/microwave_topics/clouds precip_water vapor
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Example of an atmospheric river from the UCAR COMET Meted program used to
educate forecasters and users of satellite data. CIRA contributed towards and reviewed
the technical content of the UCAR tutorial on satellite microwave remote sensing.

Dunn Elementary First Graders Visit CIRA (Education and Outreach)

On February 7, 2007 with sunny skies and unseasonably warm temperatures nearly 70
first graders from Dunn Elementary, an IB World School, visited CIRA. Accompanied by
20 teachers and parents, the kids, with notepads in hand were ready to go. They had
been studying clouds in their classes and were especially interested in how clouds form
and the types of clouds they saw in the sky. The trip was organized by Mrs. Jamie
Romero and hosted by CIRA’s Education and Outreach Coordinator, David Cismoski
(Ski). Assisting him in this endeavor were Holli Knutson, Don Reinke, Don Hillger and
two very observant photographers. This large group was split into two sections with Ski
leading one section and Holli the other. As one group listened to Mr. Reinke show the
launch of the CloudSat spacecraft, and explain CloudSat’s mission to profile clouds; the
second group watched an animation on the types of clouds in the atmosphere and
discussed how clouds are formed.



After about 15 minutes Holli’s group went to the CIRA computer lab where Mr. Hillger
showed real-time computer images prepared from data being transmitted from various
satellites. Ski’s group had gone to hear Mr. Reinke’s second presentation. In one hour
both groups were able to listen to three presentations and ask many imaginative
questions such as: Why doesn’t the CloudSat satellite get pulled into a “black hole”,
and does the satellite ever see any aliens? A follow-up packet of thank you letters
received from the kids indicated to us that the visit and presentations were a great
success.

The above picture features Don Reinke showing CloudSat’s orbit to interested Dunn
School first graders.

Earth Day Open House at NOAA in Boulder (Education and Outreach)

To commemorate Earth Day on April 20™ 2007, CIRA participated with NOAA at its
Boulder facility to showcase to the public its science through displays and interactive
demos. CIRA'’s exhibit included brief descriptions of its extensive research, a poster
showing a rendering of the CloudSat satellite cloud profiling capability, a program
showing the tracking of the CloudSat satellite orbit in real time, and the Beta test version
of an animated educational program, on the Earth’s Energy Balance. Through this
outreach event, CIRA, NOAA Boulder and participating organizations will enhance
environmental literacy among the public and improve their understanding of the value
and use of weather and water information and services.



The above picture shows Matt Hansen talking to interested visitors at the CIRA exhibit.

FX-Collaborate Project (Training and Outreach)

The objective of the FX-Collaborate (FXC) project is to develop an interactive

display system that allows forecasters/users at different locations to collaborate in real-
time on a forecast for a particular weather or weather-dependent event. FXC is
currently being implemented and/or evaluated for several outside projects and
organizations. One significant application in particular, Geo-targeted Alerting System
(GTAS), involves the development of a prototype public notification system to be used
by NOAA and the DHS operations centers in the event of a biological, chemical or
radiological release in the National Capital Region. This year’s effort focused on
improving the output from the HYSPLIT model and enhancing the system functions. In
collaboration with other GSD staff, the input weather model for HYSPLIT was shifted to
NAM12 since it provided better temporal and spatial resolution. Also, the HYSPLIT
control parameters were adjusted to provide a better representation of the plume.

FX-Net System (Outreach)
Significant changes to the basic FX-Net system were made in the past year, including

an upgrade to provide the latest version of the NOAAPort data and extended AWIPS
data and file server functions. The system delivered to the NWS’s IMET program, the
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National Interagency Fire Center GACC offices, and NWS WSO users was based on
AWIPS v. OB6. A new version of the FX-Net Client (v.5.0) is also scheduled for release
at the end of July 2007 that will include the addition of significant new data analysis and
display tools. In April 2007, two CIRA members of the FX-Net development team were
awarded a Certificate of Recognition by the Director of the National Weather Service.
The award was: “In recognition of . . . leadership to ensure operational excellence via
innovative development and maintenance of critical software for our IMETS.”

GLAPS topography images for Google Earth Application (Training and Outreach)

Further testing and development was done on a global LAPS analysis called "GLAPS".
LAPS software was updated so it can localize and display domains using a cylindrical
equidistant (latitude/longitude) projection that can allow full coverage over the globe
(unlike the gaps near the poles in the previously used Mercator projection). Analyses of
(unbalanced) 3-D state variables on a 21-km cylindrical grid are now being generated.
GLAPS localization output on an experimental 15km grid has been fed to the FIM model
development team that they are in turn interpolating to provide topography and related
static grids. GLAPS topography images are also being provided for import into Google
Earth applications.

GLOBE (Education and Outreach)

GLOBE technology team comprised of 6 CIRA researchers successfully designed and
released the new GLOBE Web Site this past year. With the selection by NSF and
NASA of the four Earth System Science Programs (ESSPs)—Seasons and Biomes,
Carbon Cycle, From Local to Extreme Environments (FLEXE), and Watershed
Dynamics—oplans are to provide improved data visualization and analysis tools for
student collaboration on projects and better support for student research projects
including tools, content, and data portals for the ESSPs. The international GLOBE
network has grown to include representatives from 109 participating countries and 135
U.S. Partners coordinating GLOBE activities that are integrated into their local and
regional communities. Due to their efforts, there are more than 40,000 GLOBE-trained
teachers representing over 20,000 schools around the world. GLOBE students have
contributed more than 16 million measurements to the GLOBE database for use in their
inquiry-based science projects.

High Profile Training Event (HPTE)-Training and Outreach

The HPTE was held during 16-27 October 2006, in conjunction with WMO training events
in Melbourne, Australia (Asia Pacific Satellite Applications Training Seminar (APSATS
2006)) and Nanjing, China, (Regional Training Seminar).as well as EUMETSAT
supported training events in RA I. Many of the sites that logged into the lectures had
multiple participants, and initial counts indicate that well over 1,000 people received the
lectures. Four core lectures were developed in English in PowerPoint and converted to
VISITView format. The lectures were reviewed by each of the VL partners prior to
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distribution to the registered participants in each WMO Region. A special fifth lecture was
prepared specifically for the Africa Users Forum in Maputo, Mozambique. WMO
sponsored Satellite Training Events occurred in Australia and China during HPTE, while
EUMETSAT sponsored training activities took place in Kenya, Mozambique, Niger,
Oman, Portugal, and South Africa during that same period. Each of the above training
events either utilized and/or provided on-line lectures during the HPTE. See
http://rammb.cira.colostate.edu/training/wmovl/ for more information on the HPTE

Gridded FX-Net Forecaster Workstation (Outreach)

Enhancements to the Gridded FX-Net Forecaster Workstation included the addition of
data ‘Pull’ capability to the Compression Relay Management System (CRMS) that
allows users to individually retrieve products and observations that are not automatically
distributed via the CRMS LDM data distribution. A new encoder and decoder pair were
developed that improves efficiency of both computation and memory usage. These
improvements allow faster retrieval of 2D and 3D data sets when using the Gridded FX-
Net D2D client. A new grid compression scheme was also developed to allow more
flexible encoding and decoding of super large datasets. This improvement allows users
to retrieve a single layer of a 3D data set (gridded model data) instead of retrieving the
entire data set. As the data are compressed one layer at a time, data sets are
distributed and displayed faster.

LAPS in Support of Fire Weather Applications (Training and Outreach)

To support Fire Weather applications, a new 500-m resolution LAPS analysis over a
domain mainly in Boulder County was created. This is envisioned to be re-locatable in
support of fire fighting operations, particularly with high-resolution wind fields. The
analysis utilizes a downscaled RUC background together with the latest observational
data. Graphics plots were developed to potentially display surface winds generated by
the balance package thus showing terrain effects more accurately. A web interface was
developed that allows the end user to automatically move a fire analysis/forecast
domain so that the system can quickly respond to evolving fire situations.

Linux Prototype System ALPS (Training and Outreach)

The AWIPS Linux Prototype System (ALPS) has provided a platform for evaluating new
operational concepts, including remote access to forecast models for the HMT
(Hydrometeorological Testbed). Using the plug-in interface, ALPS also provided the
ideal tool for demonstrating an advanced drawing capability desired by the NWS for
some time, i.e., describing a warning area by a polygon that encompasses the
hazardous weather area instead of only the traditional description by counties (CWA).
The AWIPS WarnGen program was modified to include the polygon, storm centroid,
and the direction of motion.
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Science on a Sphere® (Education and Outreach)

Science on a Sphere® (SOS) was installed at seven new permanent public venues—
Great Lakes Maritime Heritage Center in Alpena, MI, Imiloa Astronomy

Center in Hilo, HI, James Madison University in Harrisonburg, VA, McWane

Science Center in Birmingham, AL, Fiske Planetarium in Boulder, CO, Orlando Science
Center in Orlando FL, and Museum of Science and Industry in Chicago IL.
Enhancements to the program software this past year included: 1) a new display mode
that allows direct display of sequences of images in equatorial cylindrical equidistant
(ECE) map projection; 2) addition of the display of MPEG-4 encoded files that reduce
storage requirements and increases animation rates; 3) addition of a picture-in-a-picture
(PIP) capability that allows introductory slides or related still images to be overlaid on
the underlying SOS imagery; and 4) the development of additional new data
visualizations of meteorological and climate model data.

Service Oriented Architecture (Outreach)

CIRA researchers have initiated investigations into Service Oriented Architecture (SOA)
concepts with focus on experimenting with the standards for web access to geospatial
data that the Open Geospatial Consortium (OGC) is developing. CIRA participated in
the development of “One-NOAA” prototype software that displays a variety of data from
NOAA organizations on Google Earth as well as SOS. Weather, oceans, fisheries,
satellite and coastal services data were included.

SHyMet (Training and Outreach)

The Satellite Hydrology and Meteorology Training Course for Interns was delivered this
past year. The Intern track of the Satellite Hydrology and Meteorology (SHyMet)
Course covers Geostationary and Polar orbiting satellite basics (aerial coverage and
image frequency), identification of atmospheric and surface phenomena, and provides
examples of the integration of meteorological techniques with satellite observing
capabilities. This course is administered through web-based instruction and is the
equivalent of 16 hours of training. Initially the Intern Track was targeted for NWS
interns. It is now open to anyone inside or outside of NOAA who wishes to review the
"basics" of satellite meteorology. For a summary of this year’s activity, see the project
description for Getting Ready for NOAA's Advanced Remote Sensing Programs A
Satellite Hydro-Meteorology (SHyMet) Training and Education Proposal. For additional
information on this Intern course dedicated to operational satellite meteorology please
visit the following website:
http://rammb.cira.colostate.edu/training/shymet/intern_intro.asp

13



TAMDAR Data for Commercial Aircraft RUC Weather Forecasts
(Training and Outreach)

During the past year, TAMDAR data continued to be taken from ~50 commercial aircraft
servicing both large and a number of much smaller airports from the Midwest to the
lower Mississippi Valley. Using the Rapid Update Cycle (RUC) model, the long-term
evaluation of TAMDAR impact continued, using identical versions of the RUC model run
with and without TAMDAR. Both objective and subjective evaluation of the model
output has shown that TAMDAR does indeed have a positive impact on RUC forecasts
of wind, temperature, humidity, and precipitation. Demonstration of the utility of the
TAMDAR soundings for forecasting convection and other weather problems also
continued this past year.

VISIT (Training)

The Virtual Institute for Satellite Integration Training (VISIT) program continues to offer
a broad range of topics through teletraining distance learning for National Weather
Service personnel and others. Topics developed at CIRA, and supported by software
developed by the Cooperative Institute for Meteorological Satellite Studies (CIMSS) at
the University of Wisconsin, allow for synchronous teletraining sessions to be
administered by CIRA personnel. Research results for Severe Weather, Tropical
Weather, and other satellite related topics are translated directly into materials for these
training programs. http://rammb.cira.colostate.edu/visit/visithome.asp

Volcanic Ash Collaboration Tool Mesoscale (Training and Outreach)

In February 2007, the Federal government members of the VACT development team
were awarded the 2006 US Department of Commerce Bronze Medal “for developing the
Volcanic Ash Collaboration Tool, a new tool which provides collaborative forecasting
capabilities during volcanic eruptions and is essential to preventing volcanic ash
damage to lives and property.” CIRA researchers were integral to the success of this
project and the lead CIRA engineer was recognized with the Colorado State University
Distinguished Administrative Professional Award.
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CIRA RESEARCH HIGHLIGHTS
July 1, 2006 — June 30, 2007

Global and Regional Climate Dynamics

--A report on the potential for the use of UAS for Arctic observations was written to
support the development of an Arctic UAS Testbed. The report detailed the feasibility of
using Eielson AFB for ground operations and launch/recovery of UAS, as well as the
capabilities of existing UAS and Autonomous Underwater Vehicles (AUV) and
instrumentation suitable for use on these vehicles.

--Six Science on a Sphere® demonstrations illustrating the fourth IPCC model results
have been refined and completed. The demonstrations show the changes in
surface temperature and sea ice cover in the A1B scenario from the NCAR CCSM,
Hadley, and GFDL climate models.

--During the past year, regional climate simulations were performed for the summer
months of 2004 and 2005 with the WRF model to study the effects of soil moisture on
precipitation and to compare results obtained with different convective
parameterizations and with explicitly resolved convection. Results indicate that the
quality of the lateral boundary conditions had a large effect on the simulations in the
high resolution domain (1.667 km). Examination of the behavior of different convective
closures with ensemble members of the Grell-Devenyi parameterization yielded several
interesting results.

--Progress was made on the CSU-ESRL/GMD collaboration entitled Regional Transport
Analysis for Carbon Cycle Inversions to provide influence functions for selected CO,
towers in North America. This past year, work was started on parameterization of
convective transport (cloud venting) in the CSU Lagrangian Particle Dispersion Model
(LPDM) linked to the RUC. LPDM simulations were performed and influence functions
derived for 30 towers (existing and planned) for all longer periods with available RUC
fields in the period from March 2005 to May 2006.

--The first climate sensitivity experiment conducted using a GCM with explicit
representation of clouds was conducted by Prof. Randall.

--Created the longest RCM summer climatology to date for the contiguous U.S. and
Mexico. This was accomplished by dynamically downscaling the NCEP-NCAR global
reanalysis for the period 1950-2002.

--Prof. Denning’s group has developed and tested a method for extrapolating surface-
layer measurements of CO; at flux towers to atmospheric mixed-layer values under
convective conditions. As a result of this and other work, they have produced a
dramatic reduction in the uncertainty in the annual net North American CO; flux and its
interannual variations as compared to current publications.
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Mesoscale and Local Area Forecasting and Evaluation

--In February 2007, the Federal government members of the VACT development team
were awarded the 2006 US Department of Commerce Bronze Medal “for developing the
Volcanic Ash Collaboration Tool, a new tool which provides collaborative forecasting
capabilities during volcanic eruptions and is essential to preventing volcanic ash
damage to lives and property.” CIRA researchers were integral to the success of this
project and the lead CIRA engineer was recognized with the Colorado State University
Distinguished Administrative Professional Award.

--CIRA researchers continued to investigate and implement new ways to deploy
upgrades and new verification capabilities to a Real-Time Verification System (RTVS)
configuration to the NWS Headquarters in Silver Spring, MD. The transfer provides the
NWS, through the system housed at the Telecommunications Gateway Operations
Center, with the ability to perform long-term quality assessments of operational aviation
weather products issued from the NWS Aviation Weather Center.

--Dr Knaff is preparing the Annular Hurricane Eyewall Index (AHI) for operational use for
this year’s hurricane season. This product will be used to forecast hurricane
intensification.

--Further testing and development was done on a global LAPS analysis called
"GLAPS". LAPS software was updated so it can localize and display domains using a
cylindrical equidistant (lat/lon) projection that can allow full coverage over the globe
(unlike the gaps near the poles in the previously used Mercator projection). Analyses of
(unbalanced) 3-D state variables on a 21-km cylindrical grid are now being generated.
GLAPS localization output on an experimental 15km grid has been fed to the FIM model
development team that they are in turn interpolating to provide topography and related
static grids. GLAPS topography images are also being provided for import into Google
Earth applications.

--The success of the GSD efforts during the 2005-2006 Hydrometeorological Testbed
(HMT) winter field campaign to provide a single, high-resolution NWP forecast for the
forecasters in the NWS weather forecast and river forecast offices led to the group’s
efforts to examine whether ensemble methods could improve guidance of probability of
precipitation and precipitation amount. This led to an ensemble NWP model forecasts
being implemented for the 2006-2007 winter field campaign for the American River
Basin in northern California. The ensemble consisted of three configurations of the
WRF-ARW and one configuration of the WRF-NMM. The forecast domain was identical
to the one used during the 2005-2006 field campaign, i.e., 3-km grid point spacing over
a domain of 450-km X 450-km. Collaboration with HMT participants at the National
Severe Storms Laboratory led to the coupling of WRF model precipitation forecasts with
a hydrological model. This appears to be a promising application of WRF ensemble
data.
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--To support Fire Weather applications, a new 500-m resolution LAPS analysis over a
domain mainly in Boulder County was created. This is envisioned to be relocatable in
support of fire fighting operations, particularly with high-resolution wind fields. The
analysis utilizes a downscaled RUC background together with the latest observational
data. Graphics plots were developed to potentially display surface winds generated by
the balance package thus showing terrain effects more accurately. A web interface was
developed that allows the end user to automatically move a fire analysis/forecast
domain so that the system can quickly respond to evolving fire situations.

--During the past year, TAMDAR data continued to be taken from ~50 commercial
aircraft servicing both large and a number of much smaller airports from the Midwest to
the lower Mississippi Valley. Using the Rapid Update Cycle (RUC) model, the long-term
evaluation of TAMDAR impact continued using identical versions of the RUC model run
with and without TAMDAR. Both objective and subjective evaluation of the model
output has shown that TAMDAR does, indeed, have a positive impact on RUC forecasts
of wind, temperature, humidity, and precipitation. Demonstration of the utility of the
TAMDAR soundings for forecasting convection and other weather problems also
continued this past year.

--One of the crucial issues related to variational data assimilation is how to determine
background statistical error covariances. A method to construct background error
covariances using time-phased ensemble forecasts was developed this past year that
appears to possess many advantageous features over traditional methods. It is able to
show clear mesoscale structures relevant to weather situations and possesses a flow-
dependent property.

--The time-phased multi-model ensemble system developed last year using the LAPS
hourly data assimilation system was further refined and applied in various forecast and
field experiments such as the NOAA Hydrometeorological Testbed campaign. The
time-phased multi-model ensemble forecast appears to show better skill than each
deterministic forecast.

--An NCAR AN display system (CIDD) was installed at the Fort Worth-Dallas WFO.
This allows forecasters to review the several types of AN products (real -time and
forecast) that are available within the system. The benefit to the NWS is an improved
situational awareness--thus improving NWS forecasts. In preparation for an operational
evaluation, significant software improvements were made during the past year in Data
Management, Data Display, Forecaster Interaction (boundary and polygon editing), and
Data Dissemination.

--Evaluated Ocean Heat Content (OHC) data into the current Tropical Cyclone Intensity
Forecast Model (TCHP). The new STIPS intensity model has improved intensity
forecasts by ~2% and has been incorporated into NRLMRY models to support JTWC.
Fundamental to this process has been CIRA’s prototype production of OHC maps since
October 2006.
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Applications of Satellite Observations
Cloud Physics

--A synchronized data set of pertinent cloud and aerosol microphysical properties at a
temporal resolution of 20s was created based on the experimental set-up at Point
Reyes, CA during 2005. Aerosol fields measured at coarser temporal resolution have
been interpolated to 20s recognizing that aerosol temporal changes are much slower
than cloud temporal changes. Although the various measures of aerosol effects on
cloud microphysics are consistent, they were demonstrated to likely be too low.

--Comparisons were performed of the statistical properties of Large Eddy Simulations
(LES) with aircraft observations of non-precipitating, warm cumulus clouds observed in
the vicinity of Houston, TX during the Gulf of Mexico Atmospheric Composition and
Climate Study (GoMACCS). Comparisons have focused on the statistical properties of
a set of dynamical and thermodynamical variables. For all variables, good agreement
between the simulated and observed clouds was achieved. These comparisons,
together with the excellent agreement between observed and simulated cloud size
distributions, suggest that the LES is able to successfully generate the cumulus cloud
populations that were present during GoMACCS.

--Developed code based on “atmospheric rivers” where water fluxes can be computed
for wind fields under geostrophic, linear, or nonlinear balance conditions. Research that
improves the balance approximations is also showing improved accuracy in the derived
winds.

--Currently transitioning the CIRA Wind Regime Cloud Climatology application and
database to the AWIPS environment. This system output is being used for VISIT
training and within NWS’ Weather Event Simulator for case studies.

--Synthetic GOES-R ABI imagery was produced for three weather events to simulate
Mesoscale scenarios using the CSU RAMS model cloud physics modules to test
prototype algorithms for ABIl. Additionally idealized fire hot spots were generated for fire
spotter algorithm development. Tropical cyclone proxy data and intensity estimation
algorithms were produced for 12 named storms.

--GIMPAP activities at CIRA have included: 1) Tropical Web page has been released for
public use; 2) The Mesoscale Convective System (MCS) Index is running in real time
and being validated using GOES IR imagery; 3) Winter Weather Atovs analysis; 4) Fog
Fires and Volcanic Ash/Dust Product development; 5) Cloud Climatologies for Regional
Training Centers in Central America; and 6) Inter-satellite calibration/validation
comparisons (GOES 12/13).

--deAlwis designed a fully-automated calibration/validation system for NOAA 16,17 and
18 which was able to recover records that had been discarded in the heritage system.
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--Developed numerous GOES-R proxy data sets including a16 band ABI simulation
from SEVIRI data.

--Louis Grasso and Manajit Sengupta received the CIRA Research Initiative Award for
their work on the GOES-R risk reduction project.

Numerical Modeling

--CIRA researchers have been an integral part of the team that has brought the ESRL
Finite-volume Icosaheral Model (FIM) code to a level of maturity where the model will
soon begin retrospective testing. Specifically, they have been directly involved

in adding GFS physics to FIM. Using the Scalable Modeling System (SMS), the output
of FIM was tuned and enabled to occur in parallel to the computations thus hiding the
cost of the output and speeding up FIM by 30% so that now FIM scales from 120
processors to 240 processors by a factor of 1.95X which is an efficiency of 98%.

--CIRA researchers also developed the Icosahedral grid generation for FIM. Several
efficient algorithms such as k-d tree and 2D space filling curve have been developed or
adapted. An efficient grid generator for an Icosahedral grid was implemented. The new
software reduces the computation time from hours to minutes thereby making it possible
to generate the grid “on the fly.”

--As part of the Terrain Rotor Experiment (TREX) project, graphic products including
potential temperature, relative humidity, dewpoint, wind, and vertical velocity for five
pressure levels; wind, omega, potential temperature, and relative humidity for six height
levels; and wind, omega, turbulent kinetic energy, Richardson number, Scorer
parameter, Na/U and Nh/U (which describe the atmospheric response to orographic
gravity waves) for vertical cross sections were automatically generated following runs of
the WRF Rapid Refresh ARW and NMM models running over a 2 km X 2 km domain
with 50 vertical levels in the vicinity of the Sierra Nevada mountain range. The products
are made available for viewing and comparison on a web page
(http://www-frd.fsl.noaa.gov/mabl/trex/). To examine how the model runs performed,
aircraft data from the HIAPER (High-performance Instrumented Airborne Platform for
Environmental Research), the BAe-146 (British Aerospace), and the National Center for
Atmospheric Research King Air were also collected to be used for comparison with the
resultant model forecasts.

--CIRA researchers developed a Java application called WRF Domain Wizard that is the
GUI for the new WRF Preprocessing System (WPS). WRF Domain Wizard enables
users to choose a region of the Earth to be their domain, re-project that region in a
variety of map projections, create nests using the nest editor, and run the three WPS
programs. Two new features are currently being added: a vertical leveleditor, and
visualization module that enables users to visualize the NetCDF output.
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--Developed a state-of-the-art, physically based micrometeorological model (MicroMet)
that can serve as an interface between the course-resolution Mesoscale atmospheric
models and fine-resolution hydrological and ecological models. This model
development included collaboration with NOAA/FSL.

--A new real-time objective method for selection of a optimal ensemble configuration for
rainfall forecasting has been developed by Dr. Isidora Jankov and colleagues.

--The Maximum Likelihood Ensemble Filter (MLEF) used as the front end to the NCEP
Global Forecasting System (GFS) was developed and tested using a 5-day data period
in January 2004. Preliminary results suggest the MLEF is producing correct statistical
results without noticeable outliers. 100 ensemble members were used. Significantly this
system is currently the only Ensemble Data Assimilation algorithm not based on
statistical sampling.

--A new SHIPS model has been developed to evaluate vertical shear tropical storms
that improves statistical intensity forecast models. A parallel version of SHIPS with this
new shear predictor and GFS vortex predictor was implemented in real time beginning
in September 2006.

--A visible radiative transfer mode (SHDOMPPDA) | and its adjoint were developed and
compared the DISORT and is 5 times faster. This model has been incorporated into
RAMDAS in support of JCSDA activities.

Education, Training, and Outreach

--GLOBE technology team comprised of six CIRA researchers successfully designed
and released the new GLOBE Web site this past year. With the selection by NSF and
NASA of the four Earth System Science Programs (ESSPs)—Seasons and Biomes,
Carbon Cycle, From Local to Extreme Environments (FLEXE), and Watershed
Dynamics—oplans are to provide improved data visualization and analysis tools for
student collaboration on projects and better support for student research projects
including tools, content, and data portals for the ESSPs. The international GLOBE
network has grown to include representatives from 109 participating countries and 135
U.S. Partners coordinating GLOBE activities that are integrated into their local and
regional communities. Due to their efforts, there are more than 40,000 GLOBE-trained
teachers representing over 20,000 schools around the world. GLOBE students have
contributed more than 16 million measurements to the GLOBE database for use in their
inquiry-based science projects.

--Significant changes to the basic FX-Net system were made in the past year, including
an upgrade to provide the latest version of the NOAAPort data and extended AWIPS
data and file server functions. The system delivered to the NWS’ IMET program, the
National Interagency Fire Center GACC offices, and NWS WSO users was based on
AWIPS v. OB6. A new version of the FX-Net Client (v.5.0) is also scheduled for release
at the end of July 2007 that will include the addition of significant new data analysis and
display tools. In April 2007, two CIRA members of the FX-Net development team were
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awarded a Certificate of Recognition by the Director of the National Weather Service.
The award was: “In recognition of . . . leadership to ensure operational excellence via
innovative development and maintenance of critical software for our IMETS.”

--Over 18,000 training certificates have been awarded by the VISIT training program.

--Enhancements to the Gridded FX-Net Forecaster Workstation included the addition of
data ‘Pull’ capability to the Compression Relay Management System (CRMS) that
allows users to individually retrieve products and observations that are not automatically
distributed via the CRMS LDM data distribution. AWIPS software was also upgraded to
v. OB6.

--The wavelet compression software for the gridded FX-Net also underwent significant
improvement. A new encoder and decoder pair were developed that improves
efficiency of both computation and memory usage. These improvements allow faster
retrieval of 2D and 3D data sets when using the Gridded FX-Net D2D client. A new grid
compression scheme was also developed to allow more flexible encoding and decoding
of super large datasets. This improvement allows users to retrieve a single layer of a
3D data set (gridded model data) instead of retrieving the entire data set. As the data
are compressed one layer at a time, data sets are distributed and displayed faster.

--Science on a Sphere® (SOS) was installed at seven new permanent public venues—
Great Lakes Maritime Heritage Center in Alpena, MI, Imiloa Astronomy Center in Hilo,
HI, James Madison University in Harrisonburg, VA, McWane Science Center in
Birmingham, AL, Fiske Planetarium in Boulder, CO, Orlando Science Center in Orlando
FL, and Museum of Science and Industry in Chicago IL. Enhancements to the program
software this past year included: 1) a new display mode that allows direct display of
sequences of images in equatorial cylindrical equidistant (ECE) map projection;

2) addition of the display of MPEG-4 encoded files that reduce storage requirements
and increases animation rates; 3) addition of a picture-in-a-picture (PIP) capability that
allows introductory slides or related still images to be overlaid on the underlying SOS
imagery; and 4) the development of additional new data visualizations of meteorological
and climate model data.

--CIRA researchers have initiated investigations into Service Oriented Architecture
(SOA) concepts with focus on experimenting with the standards for web access to
geospatial data that the Open Geospatial Consortium (OGC) is developing. CIRA
participated in the development of a “One-NOAA” prototype software that displays a
variety of data from NOAA organizations on Google Earth as well as SOS. Weather,
oceans, fisheries, satellite and coastal services data were included.

--The AWIPS Linux Prototype System (ALPS) has provided a platform for evaluating
new operational concepts, including remote access to forecast models for the HMT

(Hydrometeorological Testbed). Using the plug in interface, ALPS also provided the
ideal tool for demonstrating an advanced drawing capability desired by the NWS for
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some time, i.e., describing a warning area by a polygon that encompasses the
hazardous weather area instead of only the traditional description by counties (CWA).
The AWIPS WarnGen program was modified to include the polygon, storm centroid,
and the direction of motion.

--Dr. Purdom lectured at APSATS, a high profile training event in Melbourne Australia,
to students on satellite data utilization. Topics included: spectral bands and their
application, severe weather and heavy rainfall, and satellite capabilities and use of the
Virtual Laboratory.

--COCORAHS has grown to 20 states and over 4500 climate observations. This citizen-
science project is now a nationally-recognized outreach program for which Nolan
Doesken has received a NOAA Environmental Hero Award.

--The first SHyMet Intern course was offered to NOAA individuals and others. NOAA
has begun tracking the course with their e-Learning Management System. 113
NOAA/NWS employees have participated; 50% of these have completed the Intern
course.

Societal and Economic Impacts

--The objective of the FX-Collaborate (FXC) project is to develop an interactive display
system that allows forecasters / users at different locations to collaborate in real-time on
a forecast for a particular weather or weather-dependent event. FXC is currently being
implemented and or evaluated for several outside projects and organizations. One
significant application in particular, Geo-targeted Alerting System (GTAS), involves the
development of a prototype public notification system to be used by NOAA and the DHS
operations centers in the event of a biological, chemical or radiological release in the
National Capital Region. This year’s effort focused on improving the output from the
HYSPLIT model and enhancing the system functions. In collaboration with other GSD
staff, the input weather model for HYSPLIT was shifted to NAM12 since it provided
better temporal and spatial resolution. Also, the HYSPLIT control parameters were
adjusted to provide a better representation of the plume.

--Dr Deo’s work on product improvement and customer fitness using Census data for
severe weather watches and warnings received a Regional Excellence Award in Oct
2006.

Infrastructure

--Our Data Systems Group at ESRL/GSD continued to design and develop new
software to streamline the acquisition and processing of data. “Object Data System”
technique was applied to develop a new martime data decoder to replace legacy
software. Other decoders and translators underwent significant updates. Data
acquisition and processing affecting virtually all GSD projects—from Nexrad and
satellite observations to profiler and mesonet data—were developed or enhanced.
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A HIGH-RESOLUTION METEOROLOGICAL DISTRIBUTION MODEL FOR
ATMOSPHERIC, HYDROLOGIC, AND ECOLOGIC APPLICATIONS

Principal Investigator: Glen E. Liston

NOAA Project Goal: Climate: Understand climate variability and change to enhance
society’s ability to plan and respond.

Key Words: Weather, Modeling, Spatial Distribution, Air Temperature, Precipitation.

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The overall objective of this proposal is to develop a state-of-the-art, physically based,
micrometeorological model that can serve as an interface between the relatively coarse-
resolution atmospheric models (e.g., 50- to 5-km grid increment) and fine-resolution
(e.g., 1-km to 100-m grid increment) hydrological and ecological models. There are
currently only limited physically-valid mechanisms (models) available to convert
atmospheric forcing data to the sufficiently high spatial resolution required to drive
terrestrial models operating at realistic spatial scales. This lack of available high-
resolution atmospheric forcing data has hindered the development of spatially- and
physically-realistic hydrologic and ecologic models. Evidence of this can be found by
looking at the growth of intermediate-scale (e.g., 10-15 km grid increment) land-surface
hydrology models over the last 10-15 years. These models have generally had to adopt
the atmospheric modeling approach of “parameterizing” the subgrid-scale physics within
the (hydrologic) system they are attempting to model.

We are developing a model that will be able to take the available, relatively coarse-
resolution atmospheric datasets (observed [e.g., meteorological station observations,
radar observations, satellite data], analyzed [e.g., LAPS, RUC, Eta], or modeled), and
convert them, in physically realistic ways, to high-resolution forcing data (air
temperature, relative humidity, wind speed and direction, incoming solar and longwave
radiation, and orographic and convective precipitation). This will lay the groundwork for
substantial improvements to existing hydrologic and ecologic models. This need is
particularly acute in the western mountain States where topographic variations lead to
significant variations in winter snow precipitation, snow-depth distribution, spring
snowmelt, and runoff rates (e.g., changes of over 500% across distances of a few 100
m for some variables). This, in turn, will lead to increased accuracy of operational
weather, hydrologic, and water-resource forecasts.

2. Research Accomplishments/Highlights:

In order to meet these objectives we developed a state-of-the-art, physically based,
micrometeorological model (MicroMet) that can serve as an interface between the
relatively coarse-resolution atmospheric models and fine-resolution hydrological and
ecological models. As part of this development we have published a paper summarizing
its performance (see below).
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3. Comparison of Objectives Vs. Actual Accomplishments:

--Develop a state-of-the-art, physically based, micrometeorological model that can serve
as an interface between the relatively coarse-resolution atmospheric models and fine-
resolution hydrological and ecological models. “Complete.”

--Develop a model designed to take the available, relatively coarse-resolution
atmospheric datasets and convert them, in physically realistic ways, to high-resolution
forcing data (air temperature, relative humidity, wind speed and direction, incoming
solar and longwave radiation, and precipitation). “Complete.”

--Use our high-resolution atmospheric forcing fields to drive the SnowModel terrestrial
snow-evolution model over the west-central United States, Cold Land Processes
Experiment (CLPX) and other study domains. “In progress.”

4. Leveraging/Payoff:

Our improved, high-resolution atmospheric modeling system is expected to lead to
improved local weather and hydrologic forecasts, and improved understanding of, and
the ability to simulate, the spatial variability of atmospheric and hydrologic processes
and features.

5. Research Linkages/Partnerships/Collaborators:

As part of our model development and testing, we have been collaborating with NOAA’s
Forecast Systems Laboratory (FSL), Local Analysis and Prediction System (LAPS)
personnel and the associated (LAPS) datasets (see the publication listed below).

6. Awards/Honors: None to date.

7. Outreach:

Conference and meeting presentations

Liston, G. E., 2006: Simulating snow distributions using high-resolution atmospheric and
snow modeling tools (MicroMet and SnowModel). Rocky Mountain Research Station,
USDA Forest Service, 8 December, Fort Collins, Colorado. Invited presentation.

Liston, G. E., 2006: Simulating snow distributions using high-resolution atmospheric and
snow modeling tools (MicroMet and SnowModel). Tsukuba University, October 18,
Tsukuba, Japan. Invited presentation.

Liston, G. E., 2006: Simulating snow distributions using high-resolution atmospheric and

snow modeling tools (MicroMet and SnowModel). Frontier Research Center for Global
Change, October 13, Yokohama, Japan. Invited presentation.

27



Liston, G. E., 2006: How can we link large-scale atmospheric and climate features with
small-scale alpine snow processes? Alpine Snow Workshop, University of Munich,
October 5-6, Munich, Germany. Invited keynote address.

Liston, G. E., C. A. Hiemstra, K. Elder, and D. Cline, 2006: Local- to basin-scale snow
distributions for the Cold Land Processes Experiment (CLPX). American Geophysical
Union, Fall Meeting, 11-15 December, San Francisco, California.

Liston, G. E., and L. Lu, 2006: Merging MicroMet and SnowModel to create high-
resolution snow distributions in complex terrain. NOAA CPPA PI's Meeting, 14-16
August, Tucson, Arizona.

Liston, G. E., and L. Lu, 2006: A meteorological distribution system for high resolution
terrestrial modeling (MicroMet). Integrated Land Ecosystem-Atmosphere Process Study
(ILEAPS) Science Conference, 21-26 January, Boulder, Colorado.

Liston, G. E., and C. A. Hiemstra, 2007: Using high-resolution atmospheric and snow
modeling tools to define spatially-variable snow distributions. International Symposium
on Snow Science, 3-7 September, Moscow, Russia.

Liston, G. E., C. A. Hiemstra, S. Berezovskaya, S. H. Mernild, and M. Sturm, 2007:
Using high-resolution atmospheric and snow modeling tools to define pan-arctic spatial
and temporal snow-related variations. Proceedings of the 16™ Northern Research
Basins International Symposium and Workshop, 27 August -2 September,
Petrozavodsk, Russia.

Lu, L., G. E. Liston, A. S. Denning, and R. A. Pielke, 2006: Characterizing the local-
scale terrestrial processes within global climate-system models. The 10th Three-Sphere
Interaction Workshop, 1 September, Beijing, China.

Lu, L., and G. E. Liston, 2006: Further development of the high-resolution
meteorological distribution system, and its application to land-surface process modeling.
Western Pacific Geophysics Meeting, 24-27 July, Beijing, China.

Lu, L., G. E. Liston, A. S. Denning, and R. A. Pielke, 2006: Characterizing the local-

scale terrestrial processes within global climate-system models. The 8th Three-Sphere
Interaction Workshop, 10-12 January, Beijing, China.

8. Publications:

Liston, G. E., and K. Elder, 2006: A meteorological distribution system for high-
resolution terrestrial modeling (MicroMet). J. Hydrometeorology, 7, 217-234.

Liston, G. E., and K. Elder, 2006: A distributed snow-evolution modeling system
(SnowModel). J. Hydrometeorology, 7, 1259-1276.
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Liston, G. E., C. A. Hiemstra, K. Elder, and D. W. Cline, 2007: Meso-cell study area
(MSA) snow distributions for the Cold Land Processes Experiment (CLPX). J.
Hydrometeorology, in review.

Liston, G. E., D. L. Birkenheuer, C. A. Hiemstra, D. W. Cline, and K. Elder, 2007:

NASACold Land Processes Experiment (CLPX): Atmospheric analyses datasets. J.
Hydrometeorology, in review.
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A SATELLITE ANALYSIS OF ATMOSPHERIC RIVERS

Principal Investigator: T.H. Vonder Haar
NOAA Project Goal: Weather and Water

Key Words: POES, AMSU, Satellite-Derived Wind Measurements

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Filaments of high water vapor content, termed “atmospheric rivers” are often observed
ahead of cold fronts in midlatitude cyclones. Temperature and moisture profiles from
the ATOVS (Advanced TIROS Operational Vertical Sounder) product suite available
from the NOAA series polar-orbiting satellites are being used to observe atmospheric
rivers occurring over the eastern North Pacific Ocean.

Specifics of the plan to develop this technique include:

Using the hydrostatic assumption and a 100-hPa height field from a global model as a
boundary condition, the virtual temperature profile will be used to compute the height
field as a function of pressure, as well as the surface pressure. A balance equation is
then solved for the streamfunction, from which the u and v components of the
nondivergent wind may be calculated.

An omega equation and the equation of continuity will be used to compute the velocity
potential, from which the u and v components of the irrotational winds may be
calculated. When combined with the nondivergent wind, an estimate of the total wind
field will be made throughout the depth of the troposphere.

A moisture budget derived from satellite observations will be performed.

The quality of the satellite measurements will be assessed through comparison to
dropsonde data.

2. Research Accomplishments/Highlights:
Before the problems with the ATOVS data were uncovered (See #3 below), the code
had been developed to the point where water vapor fluxes from atmospheric rivers

could be computed for wind fields under geostrophic, linear, or nonlinear balance
conditions. Figure 1 shows an example from 7 November 2006.
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Figure 1. Total column water vapor flux vectors for the 7 November 2006 atmospheric
river event. The winds used in the computation are from the nonlinear balance
equation. The magnitude of the flux is contoured in units of kgm™ s™.

As the problems with the ATOVS data began to appear, a decision was made to switch
to a new dataset (See #3 below). The code then had to be reformulated to work with
the new data. As part of the effort, the various balance approximations derived using
the GFS heights were compared to the GFS winds (Figure 2). As the balance
approximation becomes more accurate, the quality of the computed winds increases as
expected. This result is a good indication that the code is working properly.
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Figure 2. Using the height field from the GFS model, the winds associated with the
geostrophic, linear, and nonlinear balance were compared to the model’s nondivergent
wind component.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

During the course of the research, it was determined that the ATOVS data are likely of
insufficient quality to analyze the characteristics of atmospheric rivers. Specifically,
results of the work here, as well as information gathered from other researchers from
CIRA, NESDIS, and the Naval Research Laboratory brought into question the quality of
the temperature, total precipitable water (TPW), water vapor, and cloud liquid water
retrievals from the ATOVS product suite. The problem with the TPW is illustrated in
Figures 3a-3c, supplied by John Forsythe of CIRA. The plots show comparisons of
TPW between AIRS (Atmospheric Infrared Sounder) and SSM/I (Special Sensor
Microwave Imager) (Fig. 3a), AIRS and TMI (TRMM Microwave Imager) (Fig. 3b), and
AIRS and ATOVS (Fig. 3c) for January 2003. AIRS, SSM/I, and TMI are in general
agreement, but the ATOVS behaves as an outlier. Because the TPW given in the
ATOVS datafiles is an integration of the vertical profile of water vapor retrievals, the
questionable quality of the TPW indicates problems with the water vapor retrievals at
the individual levels. The result could also be due to an error in the integration code,
but this was checked and found not to be the problem.
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Figure 3a. Comparison of TPW as measured from AIRS and SSM/I.
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Figure 3b. Comparison of TPW as measured from AIRS and TMI.
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Figure 3c. Comparison of TPW as measured from AIRS and ATOVS.

A new retrieval method which is being developed at CIRA may very well be able to
replace the ATOVS as the data used to analyze atmospheric rivers using satellite
retrievals. The method, called C1DOE (CIRA 1-D Variational Optimal Estimator) uses
information from both the AMSU-A and AMSU-B instruments and is currently
undergoing development in order to be used in the study of atmospheric rivers.

4. Levergaing/Payoff:

Upon landfall, atmospheric rivers which form over the eastern North Pacific Ocean can
contribute to heavy precipitation and flooding in the heavily-populated regions of the
west coast of the United States. Because they form over the ocean, atmospheric rivers
are poorly measured by conventional observations, if at all. Making the most of the
information provided by satellite measurements could positively impact the quality of the
forecasts of heavy precipitation along the Pacific Coast of the United States.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

This project began due to communictation with scientists at NOAA'’s Earth System
Research Laboratory (ESRL) in Boulder, CO. A trip to Boulder to discuss atmospheric
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rivers with scientists at ESRL occurred in October 2006. Continued collaboration is
expected.

6. Awards/Honors: None as yet

7. Outreach:

(a) One college undergraduate assisted in the project. (Kashia Jekel)

Collaboration has occurred with CSU Masters student Brant Dodson, who is
researching atmospheric rivers using the data from the CloudSat instrument. He
participated in the October 2006 discussion in Boulder as well as the CoRP Symposium
in College Park, MD.

8. Publications:

Conference Presentations

Dostalek, J. F., 2006: Analysis of Midlatitude Cyclones and Fronts Using ATOVS
Soundings. 13" Cyclone Workshop. 22-27 October 20086, Pacific Grove, CA.

Dostalek, J. F., 2007: Analysis of Atmospheric Rivers in the Northeast Pacific Using

AMSU Data. NOAA/NESDIS/StAR 4™ CoRP Symposium. 19-20 June 2007, College
Park, MD.
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ADVANCED ENVIRONMENTAL SATELLITE RESEARCH SUPPORT
Principal Investigator: James F.W. Purdom
NOAA Project Goal: Weather and Climate

Key Words: Future Satellite Systems, Advanced Satellite Data Utilization, Satellite
Training, GOES-R System Architecture

1. Long-term Goals and Specific Plans to Achieve Them:

Advanced environmental satellite research to investigate advanced utilization of
systems and satellite-derived information for current and future satellite systems
through presentations and publications on satellite data utilization; global leadership for
evolution of the Global Observing System; recommendations for future NOAA satellite
system evolution; international outreach and training activities.

2. Research Accomplishments/Highlights:

--Asia Pacific Satellite Training Event (APSATS 2006) and CGMS/WMO High Profile
Training Event (HPTE), Melbourne, Australia, October 15-October 31

--Lectures provided to APSATS 2006 students on satellite data utilization
--High Profile Training Event brought to fruition, exceeds expectation

--Sole Author of three of the four core lectures which were used globally for the HPTE —
this included PowerPoint with detailed notes for each slide and animation as well as
providing VISITView format lectures with notes and voice

--Spectral Bands and Their Applications
--Severe Weather and Heavy Rainfall
--Satellite Capabilities and Use of the Virtual Laboratory

--Leading WMO in addressing the role of satellites in the redesign and evolution of the
Global Observing System.

--Investigations of the spectral, spatial and temporal requirements for geostationary
satellites as part of a space based Global Observing System, with particular emphasis
on satellite system synergy

3. Comparison of Objectives Vs. Actual Accomplishments:

4. Leveraging/Payoff:

Research and training activities under this activity will help NOAA define future satellite

systems while helping assure full utilization near the beginning of the systems space
life. Early utilization is worth approximately $60,000 per day of satellite lifetime.
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5. Research Linkages/Partners/Collaborators and Planning Activities:

--WMO'’s Members through Chairing Commission on Basic Systems (CBS) Open
Program Area Group (OPAG) on Integrated Observing Systems (I0S) and as a member
of the WMO CBS Management Group

--WMO Representative to the Coordination Group for Meteorological Satellites (CGMS)
which includes heads of all operational and many research satellite agencies or their
representatives

--Co-Chairing the WMO CGMS Virtual Laboratory for Satellite Data Utilization and
Training Focus Group which joins together major satellite operators and WMO Centers
of Excellence for Global Satellite Training

--Planning on the future use of satellite data as part of the THORPEX International
Implementation Planning Team

--Co-chair of THORPEX Observing System Working Group that is setting goals and
objectives for both pace-based and in-situ observing systems to support THORPEX

--Satellite Meteorology Subject matter Expert (SME) for Bulletin of American
Meteorological Society

6. Awards/Honors: None during this period
7. Outreach: Committees and advisory roles

--Chair, World Meteorological Organization (WMO) Open Program Area Group on the
Integrated Observing System (OPAG 10S)

--Co-Chair, WMO/CGMS Virtual Laboratory for Satellite Data Utilization and Training
--Co-Chair, Joint Center for Satellite Data Utilization Advisory Board
--Co-Chair, THORPEX Observation Systems Working Group

--Rapporteur of the International Precipitation Working Group to the Coordination Group
for Meteorological Satellites

--Rapporteur of the CGMS to the THORPEX International Science Steering Committee

--Advisor to General Kelly, U.S. Permanent representative to World Meteorological
Organization (WMO) at WMO Congress

--Advisor to Mr. John Jones, Deputy AA NWS, at WMO Commission on Basic Systems
Extraordinary Session

38



--Member WMO Commission on Basic Systems Management Group
--Chair, GOES-R Algorithm Working Group Technical Advisory Committee
--Member GOES I/M Technical Advisory Committee

--Member GOES R Risk Reduction Technical Advisory Committee
--Member THORPEX Executive Board

--Member NAS Panel on Options to Ensure the Climate Record from the NPOESS and
GOES-R Spacecraft

--Member NRC committee on Multipurpose Mesoscale Observing Networks
8. Publications:

Refereed Publications

Chapter 44 and 51 “The Space-Based Component of the World Weather Watch’s
Global Observing System (GOS)” and “The CGMS/WMO Virtual Laboratory for
Education and Training in Satellite Matters” for Measuring Precipitation from Space:
EURAINSAT and the Future, Levizzanni, Bauer and Turk, eds., Advances in Global
Change Research 28, Springer, 2007, ISBN-13 978-1-4020-5834-9 (HB), 722 pp. | was
co-author with Donald Hinsman on Chapter 44 and lead author with Hinsman on
Chapter 51.

Internationally Invited Presentations

Asia Pacific Satellite Training Event (APSATS 2006) and CGMS/WMO High Profile
Training Event (HPTE), Melbourne, Australia, October 15-October 31 (see Highlights
section)

Invited Presentations at Workshops and Conferences

Participated on IGARSS panel on “Reducing Disaster Losses through Earth
Observations” that was chaired by Helen Wood of NOAA, July 31, 2006.

Invited presentation: “Focusing Earth Observation Technology to Reduce the Impact of
Severe Weather hazards”

39



ADVANCED WEATHER (AWIPS) SUPPORT FOR SATELLITE HYDRO-
METEOROLOGY (SHYMET) AND VIRTUAL INSTITUTE FOR SATELLITE
INTEGRATION TRAINING (VISIT) TRAINING AND EDUCATION

Principal Investigator: B.H. Connell
NOAA Project Goal: Weather and Water

Key Words: Local Forecasts and Warnings, Weather Water Science, Technology and
Infusion

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Long term research goals include: 1) improved forecast training capabilities and NWS
compatible VISIT training sessions due to training development on a platform used by
NWS; 2) porting of CIRA research products into AWIPS; and 3) evaluation of and input
to improvement of AWIPS satellite data utilization and analysis capabilities. To achieve
these objectives, multiple NOAAPORT/AWIPS options have been researched,
collaborative work with FSL, COMET and CIMSS has been completed, and funds for
the NOAAPORT portion of the project have been obtained from NWS, and a proposal
for funding of an AWIPS system has been submitted to NESDIS. This proposal
provides funding to procure and install a server and high end workstation similar to
those used for AWIPS operations at NWSFQO’s. Once the NOAAPORT data ingest and
AWIPS data processing and display system are operational, joint efforts with the
NWSFO in Cheyenne, Wyoming, FSL, COMET and CIMSS will continue to facilitate
system familiarization, new product evaluation and investigation of product insertion.

2. Research Accomplishments/Highlights:

The AWIPS component of the project is operational. In addition, hardware for the latest
NWS Weather Event Simulator (WES) has been procured and configured. The AWIPS
and WES provide RAMMB/CIRA researchers with both real-time forecast and archived
case review capabilities. Hardware for case study data archive has been procured and
installed. To date, 4 severe weather cases have been archived. One of the cases is
being used for a WES simulation that will be made available to the field. The other 3
cases will be used in VISIT and perhaps future ShyMet teletraining.

Efforts to transition the CIRA Wind Regime Cloud Climatology application and database
to the AWIPS environment are underway. After initial meetings with forecasters and
Science and Operations Officers in Cheyenne, WY, software to run the Graphical
Forecast Editor (GFE) used in NWSFOQO'’s has been installed. Additional climatologies
are being implemented in collaboration with the Eureka, CA, forecast office and will then
be ported to the GFE.
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3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

The project is on schedule of its goal to complete NOAAPORT/AWIPS implementation
and begin collaboration with NWSFQO'’s to port RAMMB/CIRA applications by fall 2007.

4. Leveraging/Payoff:

The current AWIPS configuration used in NWSFO's provides a minimal satellite data set
and no advanced analysis capabilities. Improved forecaster training with advanced
satellite analysis techniques developed at RAMMB/CIRA will provide better forecasts
and better utilization of NOAA satellite data.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
This project leverages funds obtained from NWS to facilitate data ingest. Collaborators
include NWS, COMET, CIMSS, and WDTB. Collaborative projects with the Cheyenne,
WY, and Eureka CA, forecast offices are underway.

6. Awards/Honors: None as yet

7. Outreach

Several of the training cases were presented at the COMAP symposium at COMET in
June 2007.

8. Publications: None as yet
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ANALYSES AND DIAGNOSTIC STUDIES FROM SMN RADAR AND RELATED
DATA IN SUPPORT OF NAME

Principal Investigator: Dr. Timothy J. Lang

NOAA Project Goal: Climate — Climate Observations and Analysis, Climate Predictions
and Projections, Climate Forcing

Key Words: Radar Meteorology, North American Monsoon, Rainfall

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Calibrate and quality control Mexican weather service (SMN) radar-rainfall data
obtained during the North American Monsoon Experiment (NAME), which occurred
during summer 2004. For this we are intercomparing measurements from the SMN
radars with rain gauges, the NCAR/NSF S-Pol polarimetric radar, and the TRMM
satellite.

Create a merged, quality-controlled reflectivity product from all available radars (SMN
and S-Pol) that can be used to develop high temporal resolution (~15 minutes) 2-D
rainfall maps. Then post these products on the NAME website and in the JOSS archive
for access by all NAME investigators.

Carry out basic diagnostic studies using the merged radar products, emphasizing
quantitative rainfall estimation, convective fraction of precipitation, event structure and
evolution, convective forcings, mesoscale dynamical organization, and diurnal cycle.
These secondary data products also will be shared with the NAME community.

Evaluate biases in satellite rainfall over the NAME region using NAME radar-based
rainfall products.

Study the relationships between convective storms, synoptic forcing, and lightning in
this region, through intercomparison of the radar-based rainfall products, upper-air data,
and cloud-to-ground lightning observations made by the long-range National Lightning
Detection Network (NLDN).

2. Research Accomplishments/Highlights:

Version 1 2-D radar composites have been used to analyze the spatial and temporal
variability of precipitation in the NAME Tier | domain. Based on the initial findings of this
analysis, it is found that terrain played a key role in this variability, as the diurnal cycle
was dominated by convective triggering during the afternoon over the peaks and
foothills of the Sierra Madre Occidental (SMO) mountain range. Precipitating systems
grew upscale and moved WNW toward the Gulf. Distinct precipitation regimes within
the monsoon are identified. The first, Regime A, corresponded to enhanced
precipitation over the southern portions of the coast and GoC, typically during the
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overnight and early morning hours. This was due to precipitating systems surviving the
westward trip (~7 m s™; 3-4 m s in excess of steering winds) from the SMO after
sunset, likely because of enhanced environmental wind shear as diagnosed from local
soundings. The second, Regime B, corresponded to significant northward/along-coast
movement of systems (~10 m s™; 4-5 m s™ in excess of steering winds), and often
overlapped with Regime A. The weak propagation is explainable by shallow/weak cold
pools. Reanalysis data suggest that tropical easterly waves were associated with the
occurrence of disturbed regimes. Gulf surges occurred during a small subset of these
regimes, so they played a minor role during 2004. Mesoscale convective systems and
other organized systems were responsible for most of the rainfall in this region,
particularly during the disturbed regimes. This work has been published in the Journal
of Climate.

We released Version 2 of the NAME radar composites to the NAME community in
summer 2006. This dataset, like Version 1, provides rainfall and reflectivity snapshots
every 15 minutes over 6 weeks of observations, encompassing the main period of the
North American Monsoon (July and August). The dataset features improved beam
blockage correction in the S-Pol radar domain, improved rain rate estimates throughout
the entire composite domain, and IR brightness temperatures on the same grid as the
radar data, for improved identification of sea clutter near Cabo San Lucas. This dataset
is being used by the students supported on this grant.

We released Version 1 of the 3-D S-Pol radar grids, matched horizontally to the regional
multi-radar 2-D grids released earlier. These 3-D grids are being used to examine the
vertical structure of precipitating systems in the NAME domain.

We have examined selected high-resolution satellite rainfall estimates using the field
campaign precipitation observations from NAME. This study forms a major contribution
to the Pilot Evaluation of High Resolution Precipitation Products (PEHRPP), which is
sponsored by the International Precipitation Working Group. Findings include the
following:

Ground-based precipitation estimates show improved agreement (when using Version 2
NAME radar products compared to gauges relative to Version 1);

Ground based-products provide evidence that CMORPH and PERSIANN (both
microwave-bias corrected) overestimate precipitation along the and west of the SMO.

However, TRMM, CMORPH, and PERSIANN do a good job at representing the basic
diurnal cycle of precipitation; however phase lags of 1-2 hours are common. Microwave
estimates tend to peak a few hours later than ground-based products.

The vertical structure of convection changes over the diurnal cycle and likely impacts
the amount and timing of precipitation in the radar and satellite estimates.

Lightning data has been used as a proxy for convective vertical structure/intensity, and

in particular, the relative phasing of convective vertical structure with the dynamics of
tropical easterly waves (TEWs) as they propagate potential vorticity, vertical wind shear,
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and moisture westward and northward into Central and North America. To this end, we
employ long range NLDN lightning data in the tropical latitudes south of the U.S. as a
convective structure proxy. In addition, high space and time resolution precipitation data
from the NOAA-CPC CMORPH 3-hr rainfall product, and environmental data from the
NCEP North American Regional Reanalysis (NARR) will be examined in the context of
easterly wave phase and convective intensity estimates provided by the lightning data
during the 2004 warm season to examine precursors of monsoon bursts in the
southwest US. Findings include:

Lightning and rainfall are extremely well correlated over Arizona (i.e., rain yield is
constant); the correlation decreases toward the south.

Monsoon onset in NW Mexico and Arizona was punctuated by strong lightning burst
and temporarily decreased rain yield over the SMO. Rain yields are lower during the
core of the monsoon season than during non-monsoon periods over NW Mexico.

For the lightning events during 2004, easterly waves, troughs in the westerlies, and gulf
surges played a role in generating convection in Arizona; easterly waves are shown to
be a key driver in modulating lightning in NW Mexico during the monsoon.

Coherent moisture buildups along the SMO, advected in southeasterly flow from the
Tropics, are identified in the NARR data.

Using the 2-D regional grids, various rain statistics have been computed. These results
were qualitatively similar to those from the NAME Event Rain Gauge Network (NERN),
but provided more spatial context and resolution compared to that possible from rain
gauge data alone. There is a clear diurnal cycle in precipitation, with rain production in
the highest terrain band sampled (> 2000 m MSL) leading rain production at lower
elevation (1000-2000 m) by about 3 hours. Rain intensities were about a factor of two
larger at lower elevation compared to rain rates at the highest elevation band sampled
(> 2000 m). A pronounced diurnal cycle in precipitation frequency also was evident,
indicating the strong preference for rain in the afternoon and evening hours. Around the
afternoon peak, rain was more probable at higher elevation compared to the coastal
plain (the latter defined as the 0-1000 m elevation band). Echo-top heights during
NAME showed an approximately trimodal structure, a finding similar to the one seen in
the TOGA-COARE experiment. There was a low-altitude mode near 2 km MSL, a mid-
level mode near 9 km, and an upper-level mode near 13-14 km that was most apparent
in the 1000-2000 m elevation band. Past studies have interpreted the low-level mode
as due to the commonly observed trade-wind inversion in the tropics, while the mid-level
mode corresponded to a congestus phase. The upper mode was associated with deep
cumulonimbus convection. This result demonstrates that, despite the strong
topographical forcing in the NAME region, convective characteristics may have broad
similarities to other tropical locales.

Using the 2-D regional radar composites and synoptic analysis products, we have
performed an objective analysis of precipitation features during NAME and their
relationship to synoptic regimes. Ninety-nine percent of precipitation is produced by
features at least 25 km? in size. Most features are convective, small, and unorganized
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in nature; however, the majority of precipitation (~72%) is produced by MCS-sized
features, and these MCS features are generally unorganized as well (57% of rainfall
generated from non-linear MCS, 15% from linear MCSs). The diurnal cycle is evident in
number of features and rainfall as a function of time of day. Maximum values occur
around 6 p.m. local, minimum values occur around 10 a.m. Examination of the
thermodynamic and kinematic fields indicate that there were significant fluctuations in
shear during the period of our analysis. Low-level shear is very small, and these
fluctuations only become evident when shear is computed through a deeper layer (4 or
6 km deep). Overall, 6-km shear seems to be a bit stronger further south in our domain
compared to the northern edge of our radar analysis. Thermodynamics fluctuations are
also observed, though not with the same periodicity and magnitude as the shear.
Moreover, the CAPE values, unlike the shear, are larger further north. We are currently
attempting to identify if these changes in mesoscale thermodynamic and kinematic
conditions are associated with variations in rainfall and organization structure of
features.

We have contributed to an overview journal article on the entire NAME project, which
was published in 2006 in the Bulletin of the American Meteorological Society.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

Complete — Data quality control and radar intercomparisons are complete and all data
products have been released to the community. No further QC work is planned.

Complete — Version 2 merged radar composites are now available. We have released
Version 1 of the 3-D quality-controlled grids from just the S-Pol radar, which are
matched to the 2-D regional grids.

In Progress — We have published a journal article on the initial findings of these
analyses (Lang et al. 2007). The Ph.D. student on this grant is due to finish his work in
December and will submit for publication thereafter.

In Progress — The M.S. student on this grant is wrapping up this work this summer and
will defend and submit for publication soon.

Complete — Analysis of the lightning and environmental data taken during NAME has
been completed.

4. Leveraging/Payoff:

NAME seeks to determine the underlying sources of predictability of warm season
precipitation over North America. To achieve its objectives, NAME employs a multi-
scale approach with focused monitoring, diagnostic, and modeling activities in the core
monsoon region (Tier I), on the regional scale (Tier Il), and on the continental scale
(Tier lll). The SMN and S-Pol radar observations were made in order to improve our
understanding of convective processes within Tier | (northwestern Mexico and the
southwestern United States), the central location of the North American Monsoon
system. The latent heat release from the convection in this region is a principal driver
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for the monsoon, which itself is a principal mode of variability for warm season weather
in the United States. Thus, in order to improve our understanding and forecasting ability
of this weather, we must better understand the large-scale behavior of the monsoon,
and for that we must first understand the behavior of convection with its core region. In
particular, we need to examine the effects of various atmospheric, oceanic, and land
surface characteristics and processes on convective behavior, as well as on
precipitation amount and distribution. The NAME radar network is being used to
understand these effects.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

Walt Petersen of University of Alabama-Huntsville — Collaboration on lightning, radar
and upper-air analyses

Phil Arkin of University of Maryland — Collaboration on intercomparison with satellite
rainfall estimation

David Gochis of NCAR — Collaboration on intercomparison with satellite and gage
rainfall estimation

Rit Carbone and Dave Ahijevych of NCAR — Collaboration on collection of the data,
quality control of the data, synthesis of the radar composites, merging of radar and rain
gauge data, and analysis of the data

Vaisala Corporation — Providers of long-range NLDN data
6. Awards/Honors: None as yet

7. Outreach:

(a.) L. Gustavo Pereira, Ph.D. candidate

(b.) Angela Rowe, M.S. student

8. Publications:

Ahijevych, D. A., R. E. Carbone, T. J. Lang, S. W. Nesbitt, and S. A. Rutledge, 2006:
Radar-observed precipitation during NAME 2004. 1°' CPPA Pls and 8" NAME Scientific
Working Group Meetings, Tucson, Arizona.

Carbone, R. E., D. Ahijevych, A. Laing, T. Lang, T. D. Keenan, J. Tuttle, and C-C.
Wang, 2006: The diurnal cycle of warm season rainfall frequency over continents. 27"
Conference on Hurricanes and Tropical Meteorology, Monterey, California.

Carbone, R. E., T. Lang, D. Ahijevych, S. Nesbitt, D. Gochis, S. Rutledge, and R. Cifelli,
2006: Diurnal and intra-seasonal variability of precipitation in the North American
Monsoon region. Second International Symposium on Quantitative Precipitation
Forecasting and Hydrology, Boulder, Colorado.
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Higgins, W., et al., 2006: The North American Monsoon Experiment (NAME) 2004 Field
Campaign and Modeling Strategy. Bulletin of the American Meteorological Society, 87,
79-94.

Lang, T. J., D. Ahijevych, R. Carbone, R. Cifelli, S.W. Nesbitt, G. Pereira, and S. A.
Rutledge, 2005. “Radar Observations During NAME 2004. Part |: Data Products and
Quality Control”, 32" Conf. On Radar Meteorology, Albuquerque NM, American
Meteorological Society.

Lang, T. J., D. Ahijevych, R. Carbone, R. Cifelli, S.W. Nesbitt, G. Pereira, and S. A.
Rutledge, 2005. “Radar Observations During NAME 2004. Part II: Preliminary Results”,
32" Conf. On Radar Meteorology, Albuquerque NM, American Meteorological Society.

Lang, T. J., D. Ahijevych, R. Carbone, R. Cifelli, S.W. Nesbitt, G. Pereira, and S. A.
Rutledge, 2005. “Radar Observations During NAME 2004 — Data Products and Initial
Results”, NOAA Climate Diagnostics and Prediction Workshop, State College, PA,
NOAA.

Lang, T. J., S. W. Nesbitt, R. Cifelli, D. Ahijevych, R. Carbone, S. A. Rutledge, 2006:
The diurnal cycle in NAME. Preprints, 27th Conference on Hurricanes and Tropical
Meteorology, Monterey, CA., Amer. Meteor. Soc.

Lang, T. J., S. W. Nesbitt, R. Cifelli, S. A. Rutledge, D. Lerach, L. Nelson, G. Pereira, A.
Rowe, D. A. Ahijevych, and R. E. Carbone, 2006: Continuing research on radar-
observed precipitation systems during NAME 2004. 1% CPPA PlIs and 8" NAME
Scientific Working Group Meetings, Tucson, Arizona.

Lang, T. J., D. A. Ahijevych, S. W. Nesbitt, R. E. Carbone, S. A. Rutledge. And R. Cifelli,
2007: Radar-observed characteristics of precipitating systems during NAME 2004.
Journal of Climate, 20, 1713-1733.

Nesbitt, S. W., D. J. Gochis, and T. J. Lang, 2006: The initiation and upscale growth of
convection within the diurnal cycle along the Sierra Madre Occidental. 1% CPPA Pls
and 8™ NAME Scientific Working Group Meetings, Tucson, Arizona.

Nesbitt, S. W., T. J. Lang, R. Cifelli, S. A. Rutledge, D. A. Ajijevych, R. Carbone, P.
Arkin, and M. Sapiano, 2006: An evaluation of high resolution satellite precipitation
products during NAME. Poster, Second International Symposium on Quantitative
Precipitation Forecasting and Hydrology, 4-8 June 2006, Boulder, CO, USA.

Nesbitt, S. W., W. A. Petersen, and S. A. Rutledge, 2006: Using lightning, rainfall, and
reanalysis to study the intraseasonal variability in the North American Monsoon. Poster,
American Geophysical Union Joint Assembly, 23-26 May 2006, Baltimore, MD, USA.

Nesbitt, S. W. and D. Gochis, 2007: The upscale growth of convection along the Sierra

Madre Occidental during the North American Monsoon Experiment: Implications for
precipitation estimation in complex terrain. J. Hydromet., submitted.
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Pereira, L. G. and S. A. Rutledge, 2006: On the Relationship Between Horizontal
Organization of Precipitating Systems, Easterly Waves and Gulf Surges. Preprints, 27th
Conference on Hurricanes and Tropical Meteorology, Monterey, CA, Amer. Meteor.

Soc.
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ANALYSIS OF CLOUDS, RADIATION AND AEROSOLS FROM SURFACE
MEASUREMENTS AND MODELING STUDIES

Principal Investigator: Shelby Frisch

NOAA Project Goal: Climate—Understand climate variability and change to enhance
society’s ability to plan and respond / Climate observations and analysis (US. SEARCH
program—Studies of Environmental Arctic Change)

Key Words: Clouds, Radiation and Aerosols

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The effect of aerosols on cloud microphysical and radiative properties (the indirect
effect) has the greatest uncertainty of all known climate forcing mechanisms.

Increases in aerosol concentrations result in higher concentrations of cloud
condensation nuclei (CCN), increased cloud droplet concentrations, and smaller droplet
sizes. A possible secondary effect is the suppression of rainfall. Together, these
effects generate more reflective clouds which, in theory, create a radiative forcing
estimated on the global scale to range from 0.0 Wm-2 to -4.8 Wm-2.

While there is ample evidence that an increase in aerosol tends to decrease cloud drop
size and increase cloud reflectance, many questions remain concerning the degree to
which this occurs, the most important controlling parameters, and the measurement
requirements for these parameters. For example, although the concept of the first
indirect effect posed by Twomey (1974) clearly states that the comparison be made
between clouds having the same liquid water content, many studies have ignored this
requirement. Therefore, it is unclear whether drop sizes are smaller because of higher
CCN concentrations or because of lower condensed water (Schwartz et al., 2002).
Other important questions include the relative importance of cloud dynamics
(particularly updraft velocity), aerosol composition, and aerosol size distribution
(Feingold, 2003). Although it is clear that aerosol effects on clouds extend to cloud
lifetime, precipitation (Warner, 1968; Albrecht, 1989), and cloud dynamics, an
understanding of the magnitude of the first indirect effect is in and of itself a worthy goal.

References to above:

Albrecht, B.A., 1989: Aerosols, cloud microphysics, and fractional cloudiness, Science,
245, 1227-1230.

Feingold, G. 2003: Modeling of the first indirect effect: Analysis of measurement
requirements. Geophys. Res. Letters, 30, 1029-1033.

Ferrare, R., and 10 coauthors: Evaluation of daytime measurements of aerosols and

water vapor made by an operational Raman lidar over the Southern Great Plains. In
review, J. Geophys. Res.
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Schwartz, S. E., Harshvardhan, and C. M. Benkovitz, 2002: Influence of anthropogenic
aerosol on cloud optical properties and albedo shown by satellite measurements and
chemical transport modeling. Proceedings, Natl. Acad. Sci., 99, 1784-1789, 2002.

Twomey, S., 1974: Pollution and the planetary albedo. Atmos. Environ., 8, 1251-1256.

Twomey, S., 1977: The influence of pollution on the short wave albedo of clouds. J.
Atmos. Sci., 34, 1149-1152.

Warner, J., 1968: A reduction in rainfall associated with smoke from sugar-cane fires:
An inadvertent weather modification? J. Appl. Meteorol., 7, 247-251.

2. Research Accomplishments/Highlights:

We have set up a synchronized data set of pertinent cloud and aerosol microphysical
properties at a temporal resolution of 20s. Aerosol fields measured at coarser temporal
resolution have been interpolated to 20s recognizing that aerosol temporal changes are
much slower than cloud temporal changes. We demonstrate that although the various
measures of aerosol effects on cloud microphysics are consistent, they are likely too
low. This inference is based on theoretical analysis of cloud modeling (Feingold 2003).
Radiative transfer modeling also demonstrates that uncertainties in these measures will
translate to large uncertainties in radiative forcing estimates.

Figure 1 shows the experimental set-up at Point Reyes, CA during 2005.
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Schematic of experimental set-up of AMF at Point Reyes, CA, 2005

Primary instruments are the microwave radiometer (LWF), cloud radar (updraft),
MFRSR { ) and vanous in sifu surface aerosol instruments (CCN and asrosol
optical properties). Drop size and concentration are retrieved from LWP and r_.
(Drop concentration is derived assuming adiabatic cloud.)

Variable names for cloud and aerosol properties

LWP: liquid water path (gm2)

1.: cloud optical depth

r.: cloud drop effective radius (values presented here have been determined by
the relationship 1.5(LWP/ 1. )

Neey: cloud condensation nucleus concentration (cm-2); concentrations
presented here are at supersaturation of 0.5-1.0%

Ng4: cloud drop concentration (cm=)

o.p: aerosol ight scattering (0.55 um) (Mm-7)

ai: aerosol index, the Angstrom expenent (0.45/0.75 pm), a* oy,

Figure 1. Experimental set up (from Aerosol-Cloud Interaction Studies at Point
Reyes, CA by McComiskey, Feingold, Frisch, Turner, Min, and Miller, 2007)
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Figure 2 shows a summary of the results of the study.
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1} # Is an inherently more robust measurement in homegenecus coud scenes.

2} IE’ can be calculated for fixed LWP, as proposed by Twomey (1973), without
blasing the r, retrieval.

» Adiabatic drop number concentration, M. retrievals are Righly varabtse and require
the kind of large data set acquired during the Point Reyes AMF deployment.

+ Estimates of subadiabatic N, refrievals were not possible at Point Reyes because of
uncertainty in cloud depth measurements.

Fig. 2. (from Aerosol-cloud interaction studies at Point Reyes, CA by
McComsikey, Feingold, Frisch, Turner, Min, and Miller, 2007).
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Figure 3 shows the uncertainties in |IE’ translated into large uncertainties in the radiative
forcing per unit change in IE’.

Radiative transfer modeling has been used to establish the
sensitivity of cloud forcing to anthropogenic aerosol
influences.The shortwave (0.28 - 4.0 um) radiative forcing
was calculated for the range of IE’ values.

The change in cloud optical depth with increasing CCN, used
as model input, is shown for the range of |E’ at two fixed
LWP. Instantaneous and average forcings are calculated for
these IE’ as the difference in irradiance for N..,, = 500 cm=
and N, = 25 cm. Forcing at the surface is shown here.

L L

i !
L 3
-

Uncertainties in IE' =c In . / ¢ In Ny translate to large
uncertainties in radiative forcing per unit change in IE.
LWP =125 gm=2
instantaneous: 19 W m-
average: 4 W m2
LWP =80 gm=
instantaneous: 36 W m
average: 7 W m2

Fig. 3. (from Aerosol-cloud interaction studies at Point Reyes, CA by
McComsikey, Feingold, Frisch, Turner, Min, and Miller, 2007).
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3. Comparison of Objectives Vs. Actual Accomplishments for the Reporting Period:
4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
University of Colorado Boulder, NASA and DOE

6. Awards/Honors: None as yet

7. Outreach:

8. Publications:

McComiskey, A., G. Feingold, S. Frisch, Q. Min, D. Turner, and M. Miller, 2007:

Aerosol-cloud interactions at Point Reyes, California, ARM Science Team Meeting,
Monterey, CA, March 26-30, 2007.
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ANALYSIS OF SIMULATED RADIANCE FIELDS FOR GOES-R ABI BANDS
FOR MESOSCALE WEATHER AND HAZARD EVENTS

Principal Investigators: Manajit Sengupta and Lewis Grasso
NOAA Project Goal: Weather and Water

Key Words: AWG, GOES-R, Proxy Data, Algorithm Development

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The goal of this project is to develop proxy GOES-R data for mesoscale weather and
hazard events using a sophisticated cloud model and accurate radiative transfer
modeling. ABI radiances will be provided for six case studies, along with the model
fields for “ground truth”. These case studies include a severe weather case, a lake
effect snow case and two hurricane cases. Also included will be simulations of fire
hotspots embedded in the severe weather case as well as an additional fire case in the
tropics that contains both cloudy and clear regions. AVHRR and MODIS data for
tropical cyclone cases will be provided as proxy GOES-R data for the tropical cyclone
intensity algorithm development. The simple version of the Objective Dvorak Technique
for hurricane intensity will be applied on the dataset as a preliminary test.

High quality simulations of satellite radiance provide one of the best ways of testing
prototype algorithms for future sensors. These simulations have the advantage of
providing ground truth that can be used to verify algorithm performance. It is therefore
anticipated that the simulations will provide the necessary proxy data to the fire, wind
and cloud algorithm groups for testing proposed algorithms. Therefore the high quality
dataset provided by CIRA will lead to better algorithm selection, algorithm refinement as
well as faster implementation after launch.

2. Research Accomplishments/Highlights:

The goal of this project is to develop proxy GOES-R data for mesoscale weather and
hazard events. The project can be split into two categories:

A) Mesoscale simulations and fire hot spot proxy data and B) Tropical Cyclone Proxy
Data and Intensity Estimation Algorithm.

A) Mesoscale simulations and fire hot spot proxy data
Synthetic GOES-R ABI imagery was produced for three different mesoscale weather
events: A severe weather event which developed over the mid-western United States in

May 2003, a lake-effect snow storm which occurred in February 2002, and hurricane Lili
from October 2003.
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Using the CSU RAMS mesoscale model, which can be considered a state of the art
mesoscale model with unique capabilities for producing cloud properties for various
weather events, forecast fields (“ground truth”) were produced every 5 minutes for a
total forecast period of 6 hours. Simulated radiance and brightness temperature fields
for the ten upper GOES-R ABI channels were derived from these fields (band 7 through
16).

Hurricane Lili Oct 2002 Lake Effect Snow Feb 2003 Severe Weather May 2003

Figure 1. Synthetic imagery of the three mesoscale events: GOES-R at 10.35 pm 2 km.

|dealized fire “hot spots” were added into the 8 May 2003 severe weather case with the
objective to enable the development and testing of fire algorithms. 135 equally spaced
fire hot spots of different temperature and different size were inserted into the
simulations to generate radiance fields under a variety of conditions.
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Figure 2. GOES-R 3.9 um brightness temperature for 135 equally spaced fire hot spots.
The fire temperature ranged from 400K (bottom) to 1200K (top) in 100 K intervals, the
fire hot spot size increases from left to right.

Software has been written to create (McIDAS) AREA files for simulated GOES-R ABI
radiances generated by model output. The particular case of interest consists of
artificial fire hot spots, to see how they will appear in future GOES imagery. This
required the use of McIDAS 2007 which includes (simulated) ABI calibration and
navigation modules. One interesting aspect that was investigated is how identical fires
(with the same size and temperature) will appear as GOES-R ABI grid samples. Results
of these tests showed clearly "significant" differences that are observed due to how ABI
samples the data, even without using fancy regridding/resampling techniques. Our
conclusion is that sampling/regridding issues are very important for fire
detection/monitoring. We also found that fires will not saturate for GOES-R ABI band-7
(3.9 pym) until 400 K, compared to about 340 K for current GOES imagery.

B) Tropical Cyclone Proxy Data and Intensity Estimation Algorithm

MODIS and AVHRR imagery has been collected for tropical cyclone research. This
imagery will be used to simulate resolutions similar to what will be available from
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GOES-R. The imagery resolution was degraded from 1 to 2 km (for simulated imagery
of GOES-R) and from 1 to 4 km (for comparison to the current GOES). A database of a
wide variety of 11 tropical cyclone cases at each of these resolutions was assembled
and archived. There are a minimum of 9 and a maximum of 81 individual “scenes”
(imagery at a certain date and time) for these storms. For each scene we stored: polar
full imagery, time-matching (as close as possible) full-size current GOES IR, AVHRR or
MODIS IR 1km, reduced resolution IR 2km (resembling the GOES-R footprint), reduced
resolution IR 4km (resembling the current GOES footprint), and current GOES IR 4km.
All scenes are available in McIDAS and in GIF format. An accompanying BestTrack
ground truth dataset was also created.

ztgre";r'\'ame Scenes  Size (MB)
Ll 2002 21 150
lsabel 2003 66 469
Emily 2005 41 286
Katrina 2005 59 392
Rita 2005 45 318
Stan 2005 13 93
Wilma 2005 66 470
Alpha 2005 8 58
Beta 2005 9 66
Hilary 2005

(EP) 12 87
Ernesto 2006 28 201
Total 368 2590

Table 1. Archives storm names, years, scenes and image sizes.

A website was developed which allows for access to all of the archived gif imagery. The
website URL is: http://rammb.cira.colostate.edu/projects/awg
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Figure 3. The Tropical Cyclone Webpage displaying the Hurricane Beta data page

The simulated proxy dataset was used to investigate the impact of the GOES-R
resolution on the CIRA/RAMM digital Dvorak tropical cyclone intensity calculation.

Figure 4. Katrina 28 Aug 2005 1219
UTC 909 hPa. Marked in white are
a star at the center and a circle
going through the coldest
surrounding temperature. The
warmest pixel near the center is the
eye temperature.
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The results of the CIRA/RAMM digital Dvorak algorithm have been compiled with the
following records: Dvorak intensity (T-number to the nearest 0.1), Eye temperature,
Surrounding temperature, Dvorak intensity converted to maximum wind speed (Vmax),
Dvorak intensity converted to central pressure (MSLP, minimum sea-level pressure).
Those records are compiled for each image type using each of the 2 center positions.

In addition, differences of those quantities are compiled using the Ground Truth
Datasets.

Hurricane Emity QDT (CRA)
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Figure 5. Digital Dvorak “Intensity T-Number” computations for Hurricane Emily
using 30-min interval GOES IR images.

First results of the digital Dvorak algorithm measurements seem to indicate that the

impact of the improved GOES-R spatial resolution on hurricane intensity estimates will
most likely be quite small.
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3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

All primary objectives of this research have been accomplished.

4. Leveraging/Payoff:

What NOAA will receive for resources invested is:

Advanced algorithm development for mesoscale weather events and fires.
Extended operational use of the GOES-R satellite

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
NOAA/NESDIS and CIMSS

6. Awards/Honors: None as yet

7. Outreach:

a) A college undergraduate student is supported by this project (Greg DeMaria).

8. Publications:

Presentations:

DeMaria, M., 2007: Description of the CIRA AWG project to develop proxy data for
mesoscale weather events and fire hot spots. GOES-R Algorithm Working Group
(AWG) Meeting, Leesburg, VA, 14-18 May.

Publications:

Grasso, L.D., M. Sengupta, J.F., Dostalek, R. Brummer, and M. DeMaria, 2007:
Synthetic Satellite Imagery for Current and Future Environmental Satellites.

International Journal of Remote Sensing. (Paper was accepted with revision and is still
pending).
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APPLICATIONS OF SATELLITE ALTIMETRY DATA TO STATISTICAL AND
SIMPLIFIED DYNAMICAL TROPICAL CYCLONE INTENSITY FORECAST MODELS

Principal Investigator: J.A. Knaff
NOAA Project Goal: Weather and Water

Key Words: Tropical Cyclones, Hurricanes, Intensity Forecasting, Satellite Altimetery,
Ocean Heat Content, Sea Surface Height

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Operational tropical cyclone intensity forecasting skill continues to lag that of track
forecasting. One limitation is the proper inclusion of ocean feedback effects, which
depend on the surface and subsurface ocean structure. Several tasks are proposed to
improve intensity forecasting through better use of sea surface height measurements
from satellites. A spectrum of intensity forecast models is included, which ranges from
simple statistically-based predictions to full three-dimensional coupled ocean-
atmosphere systems. Methods to validate and improve ocean heat content retrievals
are also proposed.

The CIRA portion of this work for this time period had two parts.

The impact of the OHC on the forecasts will be evaluated from a large sample of
western North Pacific typhoon forecasts.

Maps of the OHC along the JTWC forecast tracks will be made available via a web site
at CIRA for qualitative evaluation. Feedback on the utility of this web site will be
obtained from Typhoon Duty Officers at JTWC.

2. Research Accomplishments/Highlights:

The STIPS intensity model that was run during 2006 was developed from data from
1997-2004. The AOML TCHP fields from these years were used to derive a parallel
version of STIPS that includes TCHP as an additional predictor. Figure 1 shows the
percent improvement of the average intensity forecast error in an independent sample
of 311 tropical cyclone cases when TCHP is added as a predictor. These results show
that the addition of TCHP as a predictor decreased the mean intensity errors ~ 2 %
through 72 hours. This improvement has lead NRLMRY to use this version of the
STIPS model for their STIPS consensus intensity forecasts which will make these
improvements available to the forecasters at JTWC.
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Figure 1. The percent improvement in the dependent version of the STIPS model at
each forecast interval (blue bars) when TCHP is added as a predictor. The sample size
is 311 STIPS forecasts.

The second task related to this project was also completed in October of 2006. Since
that time maps of OHC with the forecast tracks overlaid have been available from the
CIRA/RAMMB tropical cyclone web page
(http://rammb.cira.colostate.edu/products/tc_realtime/index.asp) Figure 2 shows
examples from Tropical Cyclone Dora in the South Indian Ocean and Typhoon Cimaron
from the western North Pacific.
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Figure 2. Examples of the OHC maps that are being generated at CIRA and
disiminated via the web to forecasters at JtIWC and other tropical cyclone forecast
centers. The maps are of OHC in kJ/cm? with the latest JTWC forecast overlaid.
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3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

All proposed tasks have been accomplished.

4. Leveraging/Payoff:

This research will help to improve the intensity forecasts for hurricanes that have the
potential to rapidly weaken or intensify. Results show that TCHP has the largest
impact on very strong tropical cyclones, those that inflict the majority of the damage on
coastal areas. This project has a direct connection with the public interest. Coastal
evacuations and other preparations for tropical cyclones are extremely expensive, and
hurricanes that undergo rapid intensity changes are the most problematic.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
This research is a joint effort between several groups with NOAA, the university
community, the Department of Defense. These including the NOAA/NESDIS Office of
Research and Applications, the NOAA/NCEP TPC, NOAA/OAR/AOML, The Naval
Research Laboratory, The Naval Research Laboratory in Monterey, The Joint Typhoon
Warning Center, and Colorado State University.

6. Awards/Honors: None as yet

7. Outreach:

8. Publications:

Refereed Journal Articles

Mainelli, M., M. DeMaria, L. Shay, G. Goni, 2006: Application of Oceanic Heat Content
Estimation to Operational Forecasting of Recent Atlantic Category 5 Hurricanes. Wea.
Forecasting, in press.

Presentations

Knaff, J.A.,M. DeMaria, A. Krautkramer, B. Sampson, and G. Goni, 2007: Introducing
the CIRA/NESDIS — Regional and Mesoscale Meteorology Branch Tropical Cyclone
Web Page. 61st Interdepartmental Hurricane Conference, 5-9 March, New Orleans,
LA.
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CIRA ACTIVITIES AND PARTICIPATION IN THE GOES I-M PRODUCT
ASSURANCE PLAN

Principal Investigator: T.H. Vonder Haar
NOAA Project Goal: Weather and Water

Key Words: GOES, Imager, Sounder, product development

1. Long-term Research Objectives and Specific Plans to Achieve Them:

In early 1994, NOAA introduced a new geostationary satellite series, GOES-I/M.
Recognizing the need to insure transition from GOES-7 to GOES-I/M day-1 products
and beyond, NESDIS developed a GOES-I/M Product Assurance Plan, GIMPAP. The
GIMPAP provides the means to assure the viability of GOES-I/M day-1 products, to
improve initial products and develop advanced products, and to insure integration of the
results into NESDIS operations.

The GIMPAP program at CIRA will help ensure the opportunities offered by the new
GOES system for supporting NOAA's mission will be realized. It addresses evaluation
and validation of GOES day-1 products, day-1 product enhancements and evolution
toward future products and sensor systems. There are three major phases: a) during
Pre-launch - simulations, establish baselines and ground system preparation; b)
intensive 6 month to one year effort after launch of each GOES to evaluate the quality
of Imager and Sounder data and assess their utility for product development and utilize
the GIMPAP product management structure to assure that the initial GOES product
stream is at least equal to or better than the same from previous GOES; and, c) on a
continuing basis, as unique spacecraft characteristics become understood, enhance the
initial product data sets to take full advantage of the GOES-I/M system to develop
advanced meteorological and oceanographic products. In all phases CIRA plans an
active role in technology transfer and user training.

At CIRA the means currently exist for the acquisition and analysis of ancillary data from
selected platforms such as ground based profilers, radar, model output, aircraft, and
other geostationary satellite data. GOES data are received both directly for analysis
using CIRA unique software and processing systems as well as over Internet. Two
basic type products validation activities are undertaken at CIRA: a) qualitative, such as
satellite images or image loops; and, b) quantitative, such as winds, soundings and
combined radiometric products. Product quality is measured relative to: current levels
of performance for GOES-7; specified performance requirements for GOES-I/M; and
user response.
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2. Research Accomplishments/Highlights:

The contributions to the GIMPAP from the NESDIS/CIRA RAMM Team fall into the
following categories: A) Product Development, B) Calibration/Validation, and C)
Training. Accomplishments in each of these areas are listed below.

A. Product Development
1. Tropical Cyclones

The CIRA/RAMMB Tropical Cyclone Web Page, which displays global real-time tropical
cyclone information with an emphasis on experimental or recently transitioned products
developed at CIRA/RAMMB, was publicly introduced. The web site, which is integrated
into a database for archival of past events, has been under development for six months
and currently shows 10 products of which 3 are experimental, 2 are recently transitioned
to operations, 2 are storm information related, and 3 are imagery products. This web
site is a test-bed for obtaining user feedback for new experimental products and the
dissemination of information derived from products created at CIRA/NESDIS-RAMMB.
The webpage was presented as a poster at the Interdepartmental Hurricane
Conference in New Orleans as shown in Figure 1.

The announcement was made via the tropical cyclone mailing list that has some 700
members — many international. The response to the announcement was extremely
positive. For example, Alipate Waqaicelua wrote “RSMC Nadi commends you and the
CIRA team for opening up a new window, with new, real-time data sources, into
operational TC forecasting.”
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Figure 1. Poster describing the CIRA/RAMMB real-time tropical cyclone page
that was presented at the 61% Interdepartmental Hurricane Conference in New
Orleans, LA.

2. Severe Weather/Mesoscale

The Mesoscale Convective System (MCS) Index is running in real-time on this page:
http://rammb.cira.colostate.edu/projects/mcsindex/mcsindex.asp. Validation of the
product using GOES IR imagery is currently underway, and real-time validation should
commence in April. The example in Figure 2 shows the index at 18 UTC on 1 March
2007, during a severe weather outbreak in the southeast.

68



MCS Index
O0-h MNAM forscast valid at 18 UTC on 03/01 /2007

i = : 7
"-I\- - it @
| o,
i« b 2
. = T
e e e (R Y-
s 'q.—-—-"li_-:"““_ """ H W r‘“ :'.,I'
. g
- 1| ; . I—I"'h__\{ ]I_ I.I [I 'l!-. U
T R b b T \ B
J' \ . 3
:.I- L,
ik
1] L 1 I-
™ 4 . i
St W
q I 9
|': g Y e T Ik
K 1':,_ d 1

\ ) .

o | | 1 :

' H\ . ¥ S
N
A _

R & BZ2C IF malallita lewesdd Ll lir TFesim GBS0 AR 2R T

Figure 2. An example of the MCS Index from 1 March 2007 at 1800 UTC.

3. Winter Weather/Mid-latitude applications

Using temperature and moisture retrievals from the ATOVS (Advanced-TOVS) product
suite, along with the GFS 50 hPa height field as a boundary condition, the hydrostatic
equation was integrated downward to the surface to get the height field as a function of
pressure. Using the derived height field (which defines the geostrophic wind), along
with the ATOVS temperatures, the quasi-geostrophic omega equation was solved over
a mid-latitude cyclone which was located off the West Coast on 19 December 2002.
Figure 3 shows the 00 UTC 700 hPa w field plotted over a GOES-10 infrared image.
The solid contours correspond to rising motion, and the dashed contours correspond to
sinking motion. The units are ubar s™. The pattern of vertical motion field appears quite
accurate, with rising motion over the cyclone, and sinking motion behind it. Rising
motion also exists with another system further out in the Pacific. The vertical motion
field, along with other meteorological variables, is stored in a McIDAS GRID file. A
McIDAS program was written which takes the output of the ATOVS analysis software
and writes a McIDAS GRID file, allowing for easy overlay of the results onto satellite
images.
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Figure 3. GOES-10 infrared image from 00 UTC 19 December 2002 with
700 hPa quasi-geostrophic w (ubar s™) overlaid. The vertical velocity field
was derived using ATOVS data.

4. Hazard Products (Fog, Fires, Volcanic Ash, Dust)

A new image product in Figure 4, utilizing current GOES-East or West imagery, has
been created by combining two already-useful GOES image products. Both the Visible
Albedo and Shortwave Albedo products generated from GOES imagery are combined
with the GOES IR window band (10.7 um) using three-color techniques to create a
single product with capabilities to detect both smoke and fires, capabilities inherited
from the albedo products that are input. Both the visible and shortwave albedo products
are solar-zenith-angle corrected images, known to show smoke and fire hot spots,
respectively. This new product has been dubbed the “psychedelic” color product by
local users because of its vivid coloring. Interest in the product was shown by visitor
Davida Street for possible operational use at the Satellite Analysis Branch.
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Figure 4. Three-color Albedo Product created by combining the GOES-West (GOES-11)
Visible Albedo, Shortwave Albedo, and IR Window band (10.7 um) as the Red, Green,
and Blue components, respectively. The new product shows both smoke and fires, as
seen in this image at 1400 UTC on 18 August 2006. The smoke (red haze) appears
best as a strongly-forward-scattered signal immediately after sunrise due to the visible
albedo component of the image, but almost completely disappears when the solar
zenith angle increases and vertical mixing of the atmosphere takes place with solar
heating. Fire hot spots (white) are due to the excessive shortwave radiation in the
shortwave “albedo” component, and are confirmed by temporal continuity of those spots
in the image loop. There is also color discrimination between low-level water/stratus
clouds (white to light green) and high-level ice/cirrus cloud (magenta) due to the
shortwave albedo component. The product is indeterminate during the transition
between day and night and is most useful during the day, although it can be generated
day and night with appropriate substitute imagery at night in lieu of the visible band.

5. Cloud Climatologies

GOES-12 imagery for March through May 2007 were processed for the Regional
Meteorological Training Centers (RMTCs) in Costa Rica and Barbados. The archives
are being used to look at cloud frequency during the rainy and dry seasons and detect
local variations from year to year. The archived imagery also provides access to
examples for use in satellite focused training efforts. The monthly cloud frequency
composites for March through May 1997-2007 by 10.7 um temperature threshold
technique for Costa Rica are presented in Figure 5a.
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Figure 5a. Monthly cloud frequency composites for March through May 1997-2007 by
10.7 ym temperature threshold technique for Costa Rica.

A comparison of cloud frequency derived by temperature threshold of 10.7 ym imagery
for March through May 1999-2007 for Barbados is shown in Figure 5b.
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Figure 5b. Comparison of cloud frequency derived by temperature threshold of 10.7 pym
imagery for March through May 1999-2007 for Barbados.

B. Calibration/Validation

Figure 6a and Figure 6b compare GOES-13 to GOES-12 images through eclipse.
Rather than one long gap while the sun is behind the earth, there are two gaps when
the sun is within view on each side of the earth. See the GOES-13 Science Test page
(http://rammb.cira.colostate.edu/projects/goes_n/) for a PowerPoint presentation with
more details on GOES-13 through eclipse. The Web page also includes more
examples from CIMSS/ASPB of stray solar radiation from the sun next to the earth
during "eclipse" of GOES-13, where it appears that there is a temperature effect on the
longwave IR bands as well as the shortwave (3.9 um) band.
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Figure 6a. GOES-13 band-4 (10.7 um) through eclipse. Note the shorter gaps when
the sun is next to and on each side of the earth.
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Figure 6b. Same as Figure 6a, but for GOES-12 band-4 (10.7 um). Note the much
longer gap in imagery when the sun is next to and behind the earth.
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C. Training

A Weather Event Simulation (WES) case is being developed by D. Bikos for the 28
March 2007 tornado outbreak that occurred in the Great Plains. Collaboration with
Jonathan Finch (NWSFO/Dodge City, KS) is ongoing to supply additional data and
insight into the case. This will include a simulation guide and be made available via the
SOO/STRC (Science and Training Resource Center) web-page (as all other WES
simulations are officially released to the field).

SHyMet Teletraining Numbers (since April 2006): GOES Sounder: 53 completions;
GOES High Density Winds: 48 completions; Cyclogenesis: 54 completions; Severe
Weather: 52 completions.

3. Comparision of Objectives Vs. Actual Accomplishments for Reporting Period:

Most objectives of this project are being completed. Objectives that are incomplete will
continue as action items in the following years of this project.

4. Leveraging/Payoff:

In response to the need to assure transition from GOES-7 to the new generation GOES
products and beyond, CIRA has been involved in the NESDIS GOES-Improved
Measurements and Product Assurance Plan, GIMPAP. The GIMPAP provides the
means to assure the viability of GOES products, to improve initial products, to perform
research to develop advanced products, and to ensure integration of the results into
NESDIS and NWS operations. Examples of successful transitions include improved
hurricane intensity forecast models provided to the NWS, and fog and volcanic ash
detection techniques provided to NESDIS operations.

5. Research Linkages/Partnerships/Collaborations:

This project involves considerable collaboration with NESDIS, the National Weather
Service, NOAA/OAR and the World Meteorological Organization.

6. Awards/Honors: None
7. Outreach: (a) Graduate/Undergraduate students (List by name, degree status and
continuance after obtaining degree); (b) Seminars, symposiums, classes, educational

programs; (c) Fellowship programs; (d) K-12 outreach; (e) Public awareness

One college undergraduate assisted in the project (Daniel Coleman).
See section 8
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Presentations

Many RAMM/CIRA scientists attended and presented talks at the 3rd Annual
NOAA/NESDIS/CoRP Science Symposium hosted by CIRA in Ft. Collins on 15-16
August 2006. http://rammb.cira.colostate.edu/corp/Symposium/PostSymposium/Index.htm

D. Lindsey traveled to Washington DC to meet with individuals from the Satellite
Analysis Branch (SAB) concerning operational use of the experimental Mesoscale
Convective System (MCS) Index. SAB expressed interest, and agreed to begin viewing
and evaluating this product. Additionally, D. Lindsey traveled to CICS at the University
of Maryland and gave a seminar entitled "Is there a relationship between thunderstorm-
top ice crystal size and updraft strength?"
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D. Hillger traveled to Suitland MD to discuss the GOES-13 Science Test schedules with
several NOAA engineers at Satellite Operations. Kevin Ludlum, as GOES scheduler,
will work out the test schedules for both the Imager and Sounder. Proposed tests and a
testing schedule were presented and discussed. Hillger also visited Camp Springs to
consult with Satellite Analysis Branch (SAB) personnel on new 3-color albedo software
they are testing for potential use in the detection of smoke and fires with GOES
imagery. Part of the code is the shortwave albedo algorithm that may also be used
separately. The software was downloaded and compiled to be sure that all the
necessary components were available.
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CLIMATE PROCESS TEAM ON LOW-LATITUDE CLOUD FEEDBACKS ON
CLIMATE SENSITIVITY

Principal Investigators: David Randall (Pl), Marat Khairoutindov, Cara-Lyn Lappen

NOAA Project Goal: The goal of the proposed CPT project is to reduce uncertainty in
models that predict climate change by better representing the processes that affect
cloud feedbacks. This will be accomplished with a core group of 10 scientists with
expertise in different areas of modeling cloud feedback processes.

Key Words: Clouds, Climate, Models

1. Long-term Research Objectives and Specific Plans to Achieve Them:
Our CPT work has two objectives:

--Use of the CSU Multiscale Modeling Framework (MMF), which is the “super-
parameterized” Community Atmosphere Model Version 3 (CAM3), in order to better
understand cloud feedbacks in a model with explicit deep convection;

--Use the cloud resolving model (CRM) called the CSU system for Atmospheric
Modeling (SAM) to perform and analyze detailed simulations of tropical deep and low-
levels clouds with the goal to better understand the cloud dynamics and thus contribute
to development of improved parameterization in general circulation models (GCMs).

--Further develop the ADHOC unified planetary boundary layer (PBL) model to include-
consistent momentum fluxes and pressure terms.

--Implement a variety of PBL schemes (both unified and non-unified) into the single
column version of CAMS3 in order to assess the strengths and weaknesses of using
unified schemes for different clear and cloudy boundary layers.

--Provide an interface between CPT and GEWEX Cloud Systems Study Working Group
1 (GCSS WG1; GEWEX is the Global Energy and Water Experiment).

2. Research Accomplishments/Highlights:
a) Climate sensitivity experiment

A SST+2K Cess-type climate sensitivity experiment in which the sensitivity to uniform
increase of SSTs by 2K is rested, has been conducted using the CSU MMF. This was
the first climate sensitivity experiment conducted using a GCM with explicit
representation of clouds. Two simulations have been performed, the control 4-year long
simulation forced by climatological SSTs and 5-year long perturbed SST simulation. The
results of the experiment are described by Wyant et al. (2006). Figure 1 illustrates the
effect of SST perturbation on the global distribution of the column water vapor and cloud
effect. One can see that in MMF simulation clouds feedback to warmer oceans is
negative, about -1.7 W m™, that is their combined effect is to reduce the amount of
radiation absorbed by the Earth and thus cool the oceans. The feedback sign is
different, however, for the outgoing longwave radiation (OLR) and absorbed shortwave
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Figure 1. Perturbation of annual mean column water vapor (mm; left) and cloud effect
(W m right), as simulated by the CSU MMF in response to a uniform SST increase of
2 K.

radiation (ASR). For OLR, the feedback is actually slightly positive indicating a reduction
of high cloud amount, which for the ASR the feedback is negative and much larger
which indicates the increase of low-level cloud amount. The climate sensitivity
parameter for the MMF run is only 0.41 K/(W m™) which corresponds to the lower end of
the range produced by other GCMs.

b) Cloud-resolving modeling

One of the goals of the CPT is to define potential improvements to parameterizations
used in GCMs. The cloud-resolving models can be quite useful tools that allow one to
get insight into cloud dynamics and better understand interactions of clouds with the
large-scale dynamics which ultimately could lead to better parameterization of cloud
processes in GCMs. As our contribution to CPT, the SAM CRM was made available to
several CPT funded researchers and has been used in CPT related research.

Our research has focused on one of the main problems with conventional
parameterization of convection in GCM which is representation of diurnal cycle of
precipitation over land. We use the case of shallow-to-deep convection transition based
on idealization of observations made during the Large-Scale Biosphere-Atmosphere
(LBA) experiment in Amazonia during the TRMM-LBA mission. In this case, the shallow
convection is first developing for a few hours starting in the early morning in response to
surface fluxes. As the day progresses, the shallow convection transitions to mid-level
congestus-type convection, and finally, late noon, a few deep convective towers appear.
Despite a considerable amount of CAPE in the range 1600 to 2400 J/kg, and low
convective inhibition, the cumulus convection starts as shallow and becomes deep only
toward the end of simulation. Analysis of the simulation results shows that precipitation
and the associated cold pools are needed to generate thermals big enough to support
the growth of deep clouds. Bigger clouds are far less diluted above their bases than
their smaller counterparts as hence penetrate deeper as demonstrated by the joint
probability distribution function of cloud size and several in-cloud variables (Fig. 2). The
results suggest that there is close coupling between the boundary layer processes and
convection which should be incorporated into improved parameterizations.
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Figure 2. Joint PDF of cloud size and several in-cloud characteristics: maximum
deviation from the mean of (a) moist static energy and (b) total water content; (c)
precipitating water content; and (d) vertical velocity.

c) Further development of ADHOC

We have made significant progress with ADHOC. We have published 2 papers with
regard to this work. The first paper deals with a new method to predict momentum
fluxes in any PBL mass-flux model (Lappen and Randall, 2005). The second paper
describes a mass-flux consistent method to diagnose the pressure terms in the model
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(Lappen and Randall, 2006). In these works, we abandon the use of an assumed PDF
distribution (the tophat PDF for the mass-flux model) and move towards using an
assumed spatial distribution function (SDF). The added information we obtain with the
SDF allows us to describe the momentum fluxes and pressure terms in a manner
consistent with the thermodynamic fluxes.

We have successfully done this for 2 different assumed SDFs- that of a sheared roll and
that of a clear convective plume. We believe that other SDFs could be represented by
using a Richardson-number based weighting of these two coherent structures.

Fig. 3 shows results from our new pressure parameterization from a fully developed
clear convective boundary layer. The new parameterization shows significant
improvement over the standard methods, especially near the surface and near the
inversion

Figure 3. Comparison of the simulated pressure terms in the uu (left) and ww (right)
equations for a fully-developed clear convective boundary layer
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Fig. 4 shows the diagnosed structure of a 100% parameterized sheared roll. The
ADHOC model diagnosed the vertical and horizontal winds, as well as the tilt and length
of the roll. This is very close to the structure of an observed roll).
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Figure 4. A sheared roll that is 100% parameterized by ADHOC2

d) Implementation and analysis of PBL schemes in CAM3

The ADHOC model described above is a unified parameterization of turbulence and
shallow convection. My second task for CPT was to analyze such unified approaches
and assess whether we could avoid some of the presentational problems in current
GCMs, where deep cumulus, shallow cumulus and boundary layer turbulence
parameterizations often compete with unintended results.

To this end, we implemented a variety of unified and non-unified PBL schemes into the
same version of the single column model of the NCAR CAM and compared them with
the same test cases. We felt this was the least biased way to compare the various
schemes. Table 1 shows the schemes that were used and their degree of unification.
The test cases that were done with these schemes in CAM include GABLS-1 and
GABLS-2 (sheared cloud free PBLs), Dycoms-1 and Dycoms-2 (Sc-topped PBLs), and
RICO and BOMEX (shallow-Cu PBLS).
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For the cloudy cases, the results showed that more unified schemes (ADHOC, Golaz)
seemed to be better able to handle getting LWP and entrainment correct at the same
time, something that has been difficult for PBL models in general. For the Sc-topped
PBLs, all schemes aggressively tried to decouple, whether or not decoupling was
observed; however, the unified schemes were not as aggressive as the non-unified
schemes. In general, the more unified schemes produced too much in-cloud turbulence.
ADHOC was able to accurately capture some of the higher order statistics (e.g.,
skewness).

Table 1: The various PBL models used in the intercomparison.
CAM CAM-UW Siebesma/Koe ADHOC2 Golaz/Larson
hler
Unified in Unified in
Unified in higher-order | higher-order
No No . .
e . e . first-order closures closure with
unification unifications .
closure with a a double
tophat PDF Gaussian PDF
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Table 2: Comparison of the entrainment rates for DYCOMS-I (in
cm-s!) simulated with the PBL models listed in Table 1
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Figure 5. Comparison of the integrated LWP simulated by LES models (top-green) and
observed (top-black line) with that simulated by models tested in CAM3 (lower panel).
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Fig. 5 and Table 2 show some results from these simulations. Both support the findings
discussed above.

e) CPT-GCSS link

| have provided the important link between the CPT and the international GCSS effort.
With this role, | have helped to prepare the forcing data sets for the single-column CAM
for past and upcoming GCSS WG1 (boundary layer cloud) case studies, and have
compared the impacts of alternative parameterizations of turbulence and shallow
convection on these case studies. For the most current GCSS case (GABLS-2) and for
the upcoming GCSS case (RICO), | have run the CAM, CAM-UW and ADHOC models
and prepared all model output for inclusion in the GCSS intercomparison workshops.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

4. Leveraging/Payoff:

We have produced important new simulations with the super-CAM, and we have
created and successfully tested them.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

We collaborated with the University of Washington.

6. Awards/Honors: None as yet

7. Outreach (students, seminars)
No students were supported on this project.

8. Publications:

Blossey, P.N., C.S. Bretherton, J. Cetrone, and M. Khairoutdinov, 2006: Cloud-
resolving model simulations of KWAJEX: Model sensitivities and comparisons with
satellite and radar observations. J. Atmos. Sci. (in press).

Khairoutdinov, M., and D.A. Randall, 2006: High-resolution simulations of shallow-to-
deep convection transition over land. J. Atmos. Sci. (in press).

Lappen, C.-L., and D.A. Randall, 2005: Using idealized coherent structures to
parameterize momentum fluxes in a PBL mass-flux model. J. Atmos. Sci, 62, 2829-46.
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Lappen, C.-L., and D.A. Randall, 2006: Parameterization of pressure perturbations in a
PBL mass flux model. J. Atmos. Sci., 63(7), 1726-51.

Wyant, M.C., M. Khairoutdinov, and C.S. Bretherton, 2006: Climate sensitivity and
cloud response of a GCM with a superparameterization. Geophys. Res. Lett., 33,
LO6714.
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CLOUD AND MICROWAVE EMISSIVITY VERIFICATION TOOLS FOR USE WITHIN
THE CTRM

Principal Investigator: Andrew Jones

NOAA Project Goal: Weather and Water

Key Words: Local Forecasts and Warnings, Environmental Modeling, Weather Water
Science, Technology, and Infusion Program

1. Long-term Research Objectives and Specific Plans to Achieve Them:

New quality control, standardized innovation vector analysis verification tools, and
microwave emissivity analysis capabilities will be added to the CRTM for use within
operational JCSDA data assimilation systems. This work addresses three JCSDA
priority areas: CRTM development, clouds and precipitation, and land surface data
assimilation.

Approach:

The observational emissivity method is a 1D variational (1DVAR) algorithm where the
emissivities are grouped into retrieved “bands”. The emissivities are constrained by
assumed covariance errors that are incrementally updated as the analysis matured.
Objective quality control is made possible by the interactions of the error covariance
matrix values and the data innovation vectors. Explicit propagation of the errors is used
to derive estimates of quality.

In addition, combinations of unique cloud data sets such as CloudSat with the
microwave imagery will enable further quality control improvements.

The project goals are as follows:

Use new CloudSat/CALIPSO cloud radar and lidar data sets as an important new cloud
verification tool for the JCSDA.

Standardize key verification tools, such as satellite data innovation vector analysis and
diagnostics to test the impact of data assimilation tests.

Add the CSU Microwave Land Surface Model (MWLSM) (Jones et al., 2004) to the
CRTM.

2. Research Accomplishments/Highlights:
Research project start May 2007 (funds are approved but not yet received at CIRA).

Attended the JCSDA workshop in Camp Springs, MD, May 2007.
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3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:
New project start.
4. Leveraging/Payoff:

The MWLSM was developed under DoD funding sources and is being provided to
NOAA at no cost.

A collaborative CSU/CIRA-NCAR/MMM WREF-Var work plan also leverages this work
with ongoing WRF-Var development activities that involve use of the NOAA CRTM.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
This work is funded by the Joint Center for Satellite Data Assimilation (JCSDA). NOAA
collaborators include: Drs. Fuzhong Weng (NESDIS/STAR) and Paul van Delst
(CIMSS). Our NCAR collaborator is Dr. Zhiquan Liu.

6. Awards/Honors: None as yet

7. Outreach: None as yet

8. Publications: None as yet
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COCORAHS: THE COMMUNITY COLLABORATIVE RAIN, HAIL AND SNOW
NETWORK—ENHANCING ENVIRONMENTAL LITERACY THROUGH
PARTICIPATION IN CLIMATE MONITORING AND RESEARCH

Principal Investigator — Nolan Doesken

NOAA Project Goal (choose one Project Goal and any Programs that the work would
fall under- see attached chart) — Climate: Climate observations and analysis

Key Words — Rain, Hail, Show, Measurements, Mesonet
1. Long-term Research Objectives and Specific Plans to Achieve Them:

Objective 1: To help educate citizens across the United States about Rain, Hail and
Snow through taking precipitation observations in their own back yards. By
participating in the project the “learn by doing,” CoCoRaHS daily maps and other web
resources will help with the education process as well.

Objective 2: To help fill in the “precipitation reporting gaps” across the country with
accurate observations which will provide critical data to many agencies and end users.

Objective 3: To provide very important “now-time” data to the National Weather Service
through “Intense Precipitation Reports” which can and often do save lives.

Objective 4: Develop a long-term climatology of precipitation patterns in participating
states.

Objective 5: Develop a citizen-scientist outreach relationship between observers and
scientists through collaborations and interactions with the general public that would not
exist otherwise.

Objective 6: Provide accurate quality data for potential research applications in the
fields of hydrology, meteorology, climatology, environmental science, etc.

2. Research Accomplishments/Highlights:

This project began in 1998 along the Front Range of Colorado. It has now grown to 20
states (4 more coming on board by year end) with over 4,500+ observers. Through
word of mouth and the media, CoCoRaHS is now known throughout the country as a
premier citizen-science project which adds potential benefits to communities on a daily
basis.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:
Expansion into 5-7 states a year has already been surpassed with Montana, Alaska,

Illinois, Tennessee, Nevada, Wisconsin, South Dakota, lowa, New York, North Carolina
and Florida added within a 12 month period.
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Educational materials are being developed with 4-H and master gardener programs as
scheduled.

Meetings with NOAA national and regional headquarters and other regional agencies
have taken place as scheduled.

Development of revised training brochure well underway. Development of “NOAA
Resources” page currently in progress as scheduled.

4. Leveraging/Payoff:

The measurement and inter-action of citizen making timely precipitation reports in the
U.S. has been a great help to NOAA and the public. Listed below are several benefits
that CoCoRaHS has already provided to NOAA which include: Warning Operations,
Climate Services, Hydrologic Services, is a public expectation and highly valued for
applications

Warning Operations:

CoCoRaHS offers a form for observers to enter reports of hail or intense rainfall
amounts. This includes information on damage or flooding that is occurring at the
observer location, as well as time of observation. This information is available in real-
time as an AWIPS text product called DENCCRAHS. This product is set up for all
WFQO’s in participating states and is filtered to only alarm for reports from counties within
the forecast area. This provides a new source for storm reports that are extremely
valuable for warning verification and for the issuing of new warnings. High density of
snowfall observations can also provide support for winter weather product verification.

Climate Services:

CoCoRaHS enhances the climate record by providing an additional data set of good
quality, as the observations are taken by trained observers using officially recognized
standard 4-inch rain gauges. The data set of precipitation measurements is of
unparalleled density. It serves as a supplement to the already existing co-op network
and allows rainfall patterns to be seen with a very high resolution. It can provide quality-
control checks for questionable co-op observations. Long term collection of data will
allow for a better understanding of regional micro-climates within a forecast area.

Hydrologic Services:

CoCoRaHS provides tremendous benefit to the office hydrologic program as well. The
network provides additional data at a very high density. Observations can supplement
existing automated rainfall observations within the hydrologic network, as well as serve
as quality control checks, and provide verification of automated gauge function. With
extremely localized rainfall often providing the impetus for flash flooding and small
stream rises, CoCoRaHS provides a tremendous help to the forecasting of such
localized flooding events. In addition, the high density data can be ingested by River
Forecast Centers for use in precipitation summary products and flood forecasting
models. With an enhanced focus on drought, the high density CoCoRaHS network is a
powerful tool for drought monitoring and forecasting activities.
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Local Research:

CoCoRaHS provides a large data set of good quality observations that proves valuable
for local research applications. A better understanding of variability in the amounts of
rainfall and snowfall across a small area will be gained, as well as a truer picture of hail
stone distribution. High density data fosters more effective studies of small scale
climatology within a forecast area.

Co-op Network:

In addition to the above mentioned benefits of supplementing and enhancing the Co-op
network, the CoCoRaHS network provides a group of highly interested observers. This
proves to be a benefit when a forecast office is looking for a new cooperative observer,
as there will be a group who is already dedicated enough to participate in the
CoCoRaHS network. Drawing from this pool can provide candidates for new co-op
observers.

Outreach and Partner Collaboration:

By its very nature, the CoCoRaHS project is collaboration. It is a partnership between a
multitude of organizations, including governmental, academic, agricultural, and private
interests. It has already fostered very strong working relationships between the National
Weather Service and State Climate Offices, County Agricultural Extension Agencies,
television stations, and local universities. The network provides a chance for all
interested parties to work together to make a real and substantial contribution to
enhancing our nation’s climate record and providing high quality data for research
applications. The network is also a large outreach source for NWS offices. The format
includes training of observers through an interactive training program with methods and
practices adhering to standard co-op observation procedures. The network has resulted
in good PR for the NWS in print, radio, and television media sources.

Environmental and Science Education:

CoCoRaHS allows the NWS another outlet to aid in the enhancement of environmental
and science education. Observers have included many school aged children, and
several schools have adopted the program into their curriculum. The observer training
program is built around standard observer training practices and also encourages study
of rainfall and snowfall patterns in science education.

5. Research Linkages/Partnerships/Collaborators:

Numerous partnerships and collaborations have taken place through CoCoRaHS. In
fact Collaboration is what the network is all about (and included in its name). Here is a
list, although not exhaustive, of the projects collaborators which have leveraged NOAA’s
funding:

National Oceanic and Atmospheric Administration, National Weather Service, Cornell
University Cooperative Extension, Northeast Regional Climate Center, Museum of the
Earth, University of lllinois Extension, lllinois State Water Survey, Purdue University,
Indiana State Climate Office, lowa State Climate Office, lowa State University, Kansas
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State University, Maryland Department of Natural Resources, University of Missouri,
Missouri Farm Service Agency, Western Regional Climate Center, Desert Research
Institute, New Mexico Master Gardeners, New Mexico Floodplain Managers
Association, New Mexico State University, University of Oklahoma,
WeatherYourWay.com, AmbientWeather.com, Weatherwise Magazine, University of
Texas, Texas Governor’s office, WMGH-TV7 Denver, Penn State University, South
Dakota State Climate Office, University of Tennessee, Wisconsin Department of
Natural Resources, University of Wisconsin, Wisconsin State Climatology Office, North
Carolina State University, National Climatic Data Center, State Climate Office of North
Carolina, NCAR, ARSC Aerospace Corporation/Kennedy Space Center, City of Aurora,
U.S. Department of Interior, Bureau of Land Management , Wyoming Farm Service
Agency, University of Wyoming, City of Golden, DayWeather, Inc., East Central
Colorado Resource, Conservation and Development, Southeast Colorado Resource,
Conservation and Development, Denver Water, Denver Cooperative Extension Office,
University of Northern Colorado--Earth Sciences Department, City of Loveland Water
and Power, Urban Drainage and Flood Control District, Northern Colorado Water
Conservancy District, National Phenology Network, Mountain States Weather Services,
City of Fort Collins Utilities--Water and Storm Water

6. Awards/Honors:
NOAA Environmental Hero Award: Nolan Doesken: CoCoRaHS Network, April 2007
7. Outreach:

(a) Graduate/Undergraduate students (List by name, degree status and continuance
after obtaining degree);

(b) Seminars, symposiums, classes, educational programs;

(c) Fellowship programs;

(d) K-12 outreach;

(e) Public awareness: Public awareness is CoCoRaHS'’s forte.

A high priority for the first year of this grant was to establish closer ties with several
NOAA partners who share a need for more and better precipitation data, and who are
committed to enhancing the environmental literacy of the public. To help meet this goal,
meetings have been scheduled with four regional offices of the National Weather
Service, NWS Headquarters, the NOAA Office of Education, the National Climatic Data
Center and the National Weather Service Operational Hydrologic Remote Sensing
Center. As of March 31, we have visited in person with two regional offices of the NWS
(Western and Southern), we have conducted a conference call with the NWS Central
Region and we visited the NOAA Office of Education and NWS Headquarters. In the
months ahead, we will be visiting NOAA’s National Climatic Data Center, NWS Eastern
Region and the NOHRSC. Each visit includes a briefing on CoCoRaHS but
emphasizes exploring NOAA'’s education and outreach goals so that we can make use
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of our large and growing grass-roots partnerships to extend the reach of NOAA’s
educational programs.

As a result of meetings with NOAA partners, many new ideas for content for
CoCoRaHS education and outreach were gathered. Concepts such as “Turn Around,
Don’t Drown” and other weather awareness facts were woven into CoCoRaHS
“‘Message of the Day” and “The Catch” — bi-monthly e-newsletter. A new “NOAA
Resources” page was developed to help introduce CoCoRaHS participants and visitors
to the vast array of NOAA sciences available to the public. Finally, some progress was
made to improve and streamline training materials for new and existing CoCoRaHS
volunteers. The biggest question and concerned voiced by NOAA scientists and other
researchers has been “How can we be sure that data from your precipitation network is
any good?” Much of the answer to that question lies in how well our volunteers are
trained and supported.

An unexpected large success of the CoCoRaHS network in the first 6 months of the
project was media coverage and publicity. There have been dozens of newspaper
articles written about the project in several states, plus several radio talk shows
featuring the network. National Weather Service offices in at least 3 states were
highlighted in local television interviews describing CoCoRaHS. Articles in the Chicago
Tribune, the Nashville Tennessean, and the San Antonio Express-News were especially
effective at recruiting new volunteers. An Internet News article distributed by Reuters
and picked up by the Associated Press and several other internet news services
brought national attention including dozens of new volunteer applications and inquiries
from 49 out of 50 states.

CoCoRaHS staff had several opportunities to present posters and papers at
professional conferences including an NWS sub-regional climate services workshop in
College Station, TX as well as Peachtree City, GA, the American Geophysical Union
annual meeting in San Francisco, The American Meteorological Society Annual Meeting
in San Antonio, TX, the Western Regional Agricultural Climate and Natural Resources
Coordinating Committee in Reno, NV, the NWS Western Regional Data Acquisition
meeting in Salt Lake City. We also gave an invited seminar at the NOAA Library in
Silver Spring, MD, while visiting the NOAA Office of Education in February 2007.
Outreach opportunities have been incredible is helping pave the way for more NOAA
partnering for the duration of the project.

An important logistical enhancement was accomplished that is greatly helping meet
CoCoRaHS expansion goals. An informal agreement with a small company in rural
Wisconsin, WeatherYourWay.com, has resulted in extremely convenient access to rain
gauges for CoCoRaHS volunteers and sponsors and with wholesale prices and prompt
delivery. This is saving weeks of time for CoCoRaHS headquarters staff to focus on
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network development rather than shipping and receiving. We are now exploring a
similar arrangement for hail pads and other CoCoRaHS supplies.

8. Publications:

Doesken, Nolan, 2007: Let it Rain — How one grassroots effort brought weather into
America’s backyards. Weatherwise, July/August 2007, pp 50-55.

Reges, H., N. Doesken, R. Cifelli, and J. Turner, 2006: The Community Collaborative
Rain, Hail and Snow network (CoCoRAHS) — Hands-on Science for Communities right
in their own backyards. AMS 15 Symposium on Education, Atlanta, GA, paper 1.6A.

Reges, H., N. Doesken, R. Cifelli, and J. Turner, 2006: The Community Collaborative
Rain, Hail and Snow Network (CoCoRaHS) A great way to collect and disseminate web-
based climate data. AGU Fall Meeting, San Francisco, CA, December.

Reges, H, N. Doesken, R. Cifelliand J. Turner, 2007: The Community Collaborative
Rain Hail and Snow network (CoCoRaHS) — Volunteers monitoring precipitation across
the nation — The next step. AMS, 16™ Conference on Applied Climatology, paper 5.3,
January.
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CONTINUED DEVELOPMENT OF TROPICAL CYCLONE WIND PROBABILITY
PRODUCTS

Principal Investigator: J.A. Knaff/S. Kidder
NOAA Project Goal: Weather and Water

Key Words: Tropical Cyclones, Hurricanes, Typhoons, Wind Speed, Probabilities

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Under previous JHT support a new, a Monte Carlo-based method for estimating the
probability of 34, 50 and 64-knot winds from tropical cyclones for 0 through 120 hours
(or MC) was developed. This method combines randomly sampled track and intensity
error distributions from National Hurricane Center (NHC) official forecasts, and wind
radii error distributions from a radii CLIPER model. This algorithm has been supplied to
TPC, and is currently running every 6 hours for all tropical cyclone basins in the
Northern Hemisphere.

Because this new and now operational product represents a significant change to the
operational probability product produced by TPC for the last two decades, a tropical
cyclone wind committee within the National Weather Service is providing oversight for
the development of new operational products from the MC model output.

Because of the numerous changes this model will bring to operations, the operational
implementation of these products extends well beyond the time period and scope of the
original JHT proposal and requires many additional tasks not anticipated in the previous
JHT sponsored work. This proposal specifically seeks funding for these additional
efforts by the developers, which will be required until and during the final
implementation phase of all of the MC products. These efforts include, continued testing
and modification of the existing methods, updating error distributions, coordination with
TPC personnel related to operational transition, expertise provided for the development
of probability training material and NWS products, and the development of a verification
package for the tropical cyclone wind probabilities.

2. Research Accomplishments/Highlights:

The primary goal of this project was the development of FORTRAN code to verify the
Monte Carlo wind probabilities and compare those forecasts to information contained in
the deterministic forecasts issued by the NOAA Tropical Prediction Center (TPC or
National Hurricane Center) and the Joint Typhoon Warning Center (JTWC). The
verification code creates statistics that answer specific questions about the MC
forecasts. Table 1 shows those statistics and the questions they answer.
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Table 1. Statistics associated with the verification of probabilistic forecasts and the questions
they are designed to answer.

Statistic Question answered
Brier Score What is the magnitude of the probability
forecast errors?
Brier Skill Score What is the relative skill of the probabilistic
a. climatology reference forecast over that of climatology and the
b. deterministic forecast reference deterministic forecast, in terms of predicting

whether or not an event occurred?

Reliability Diagrams How well do the predicted probabilities of an
event correspond to their observed
frequencies?

Relative Operating Characteristics What is the ability of the forecast to

discriminate between events and non-events?

Before one can calculate the statistics there were several steps that were necessary to
create matching grids associated with the best track and the OFCL forecasts and the
MC grids produced during the hurricane season. These include

1. Special code (FORTRAN 90 modules) was developed to read the Automated
Tropical Cyclone Forecast databases for the advisories (A-decks), and best tracks (B-
decks), and MC grids, which were in GRIB1 format.

a. grib1 and grib2 readers were developed for the MC grids

2. Since the deterministic forecast (i.e., OFCL) does not contain forecasts of the wind
radii through 120-h, special procedures were developed to insert the forecasts of the
five-day wind radii CLIPER model (DRCL) forecasts where TPC made a forecast of
location and maximum winds, but not of wind radii. This capability is only needed if
comparisons between the NHC deterministic forecast and the probabilities are desired.

3. Since the wind probabilities are valid for a specific time interval, best track and
deterministic forecasts were interpolated to the same time periods (i.e. 2-hourly) that the
MC program uses to integrate individual realizations. This is a variable that can be
changed as the MC code itself evolves.

4. Since the best track can exist when the determinist forecast does not exist (e.g.,
following extratropical transitions), special procedures were developed to clip (set
values to missing) the best track at times when the OFCL forecasts were unavailable.

5. Since several storms can be active at the same time and on the same grid, each MC
grid, deterministic forecasts and best tracks are matched in a time-relative manner.
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6. Subroutines to calculate the Brier Score, Brier Skill Score, reliability diagrams, and
the relative operating characteristics were created. These are called for each grid time
and the statistics are accumulated during the time stepping.

The verification consists of the comparison of the six MC grids (i.e., 34, 50, 64,
cumulative and incremental) with similar grids populated by ones and zeros that were
created from observed (i.e., best track) and deterministic (i.e., OFCL +DRCL wind radii
when no OFCL wind radii exist) forecasts. The final output consist of an accumulation
of statistics (in three files) shown in Table 2 at each 6-hourly time period. The year-to-
year changes in the statistics can be used to gauge deterministic forecast
improvements, and improvements/changes in the MC algorithms.

Examples of the reliability diagrams for the 72-hour cumulative probabilities in each of
these basins are shown in Figure 1. There is evidence of a slight low bias in the
Atlantic R34 and R50 wind probabilities, a rather pronounced positive bias in the R34
wind probabilities in the East Pacific and some evidence of under confidence in the R34
probabilities in the West Pacific. The central Pacific reliability diagram is solely based
on Hurricane loke. The statistics (not shown) also indicate the wind probabilities are in
the Atlantic, East Pacific and Central Pacific are performing well with acceptable initial
biases, are able to outperform the deterministic forecasts in detecting winds exceeding
the 34-, 50-, and 64-kt thresholds and are very skillful in discriminating events (in a
basin wide sense).

The Western North Pacific probabilities have larger initial biases and do not outperform
the deterministic forecast until beyond 48 hours. We speculate that this problem as well
as the under confidence of the R34 wind probabilities are likely due to the initial wind
radii being misperceived (likely 0 values) at t=0 (i.e., no persistence) and the resulting
sole reliance on the wind radii climatology. The JTWC decks are missing 34, 50 and
64-kt wind radii when the storm intensity is equal to 35, 50 and 65 kt, respectively.

Other issues involve the use of the East Pacific wind radii climatology and persistence
model for Typhoon loke west of the dateline. The later problem has been fixed and
revised code has been provided to TPC.

Finally, the verification code package and updated track and intensity error distributions
have been provided to TPC.

97



Ly e Pl
-
& —
¥ _.1-“".-* al e g
A &
1 P > 4 &
S < erer] i
: o b :
f - ._:"'.. E o ] ;"T"
] o u i
i P E i o
g 1 _,,-'f.,"f g“ [ .':”
.l".-.'r - F -'
..'r.-"' T T | T : & —n it Comanien B
* 2 ™ A= TamamEn By | i Fd e 1034E Soaaien Wi
ol BEAR ZoSailicn Tk | F - A TS S T
s ¥ i
L
i ! 13 - I 8d [} [ ¥
¥ comcant Probabe By W e sl Fr=hshiliky
Emt Farifc ek P o
" /‘ '! "':‘f‘
- | e
i / -f_,r""f
i & E | o
F . Aol | ;
& = | ’
|
1 p i ,
i . & i} 7
p —— bl Craamn B iv | :.! .ﬁ"/"'. —] Suilled B EHTIE
o _ el T iy B g TEE | F L - ey FE e
& -:-I--l :.'.I'hllI".'! = ! 'El: i AT Sy B e
- — | l/" —
2% B2 B3 94 B 08 BT 35 BN YR B R4 28
¥ paw-can b P rofalai @y W e ol bbby

Figure 1. Reliability diagrams for cumulative 72-h tropical cyclone wind probabilities at
34-, 50-, and 64-kt wind thresholds in the Atlantic (110W-1W), Central Pacific (180W-
140W), East Pacific (95W-140W), and the West Pacific (100E-180). The latitude
domain is 1N to 60N.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:
This project is on schedule and has been completed.
4. Leveraging/Payoff:

This project has a direct connection with the public interest. Coastal evacuations and
other preparations for tropical cyclones are extremely expensive. The improved intensity
forecasts should help to narrow down the regions that require coastal evacuations
because the size of these regions are proportional to the forecasted intensity, but are
increased to account for intensity forecast uncertainty. The new probability program will
provide a quantitative measure of the risk of various wind thresholds, and will likely lead
to a number of new operational products that will be distributed to the public.
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5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

This research is a joint effort between several groups with NOAA and the university
community, including the NOAA/NESDIS Office of Research and Applications, the
NOAA/NCEP TPC, and Colorado State University.

6. Awards/Honors: None

7. Outreach: (a) Graduate/Undergraduate students (List by name, degree status and
continuance after obtaining degree); (b) Seminars, symposiums, classes, educational
programs; (c) Fellowship programs; (d) K-12 outreach; (e) Public awareness.

(a) One undergraduate student (Greg DeMaria) was supported by this project.

(b) See Section 8 below

(c) None

(d) Simplified versions of the difficulties of hurricane intensity forecasting have been
included in talks given to K-12 students

(e) As part of this project, input on non-technical training was provided to the Tropical
Prediction Center to be used as part of their public outreach program, as new
operational products are developed from the Monte Carlo probability model. This
training is now included on the Tropical Prediction Center web page as part of the
description of the new probability products (see www.nhc.noaa.gov ).

8. Publications:

DeMaria, M., J. A. Knaff, and C. R. Sampson, 2007: Evaluation of Long-Term Trends in
Tropical Cyclone Intensity Forecasts, Met. Atmos. Phys., in press

Knaff, J. A., C. R. Sampson, M. DeMaria, T. P. Marchok, and J. M. Gross, 2007:
Statistical tropical cyclone wind radii prediction using climatology and persistence. Wea.
Forecasting, in press.

Presentations

DeMaria, M. and J. Franklin, 2007: Long-Term Trends in National Hurricane Center
Watches and Warnings. 61st Interdepartmental Hurricane Conference, 5-9 March, New
Orleans, LA.

Knaff, J.A., M. DeMaria, and C. Lauer, 2007: Verification of the Monte Carlo Tropical

Cyclone Wind Speed Probabilities: A Joint Hurricane Testbed Project Update. 61st
Interdepartmental Hurricane Conference, 5-9 March, New Orleans, LA.
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CONTINUED INVESTIGATION OF THE NORTH AMERICAN MONSOON TO
BOUNDARY AND REGIONAL FORCING WITH A FOCUS ON LAND-ATMOSPHERE
INTERACTION

Principal Investigators: Roger A. Pielke, Sr. (Lead PI), University of Colorado,
Christopher L. Castro, University of Arizona

NOAA Project Goal: Understand climate variability and change to enhance society’s
ability to plan and respond.

Key Words: North American Monsoon System (NAMS), El Nifio Southern Oscillation
(ENSO), Pacific Decadal Oscillation (PDO), Modeling

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Warm season precipitation in North America and its variability is strongly influenced by
the North American Monsoon System (NAMS). Two hypotheses exist to explain NAMS
variability: 1) remote sea surface temperature (SST) forcing, and 2) local surface
influence. NAMS onset is influenced by time-evolving Pacific SST teleconnection
patterns related to the El Nifio Southern Oscillation (ENSO) and the Pacific Decadal
Oscillation (PDO), as shown by Castro et al. (2006a, b). Presumably, local surface
influences of snow cover, soil moisture, and vegetation become more important as the
summer proceeds. The role of soil moisture, particularly in the central U.S., has been
investigated using both GCMs and RCMs More unknown is the possible role of
vegetation on NAMS variability. NAMS-focused RCM investigations have thus far been
limited to diagnostic or sensitivity studies. To systematically test each hypothesis of
NAMS variability in a RCM framework, it is desirable to use an ensemble approach in
which the RCM experimental design is fixed for a series of summer simulations. The
Regional Atmospheric Modeling System (RAMS) is being used to continue the NAMS
investigation with a focus on land-surface influence. The first phase of this study will
explore the role of antecedent soil moisture on summer teleconnection patterns. During
the second phase, a fully coupled atmospheric-biospheric model (GEMRAMS), will be
used to assess the impact of dynamic vegetation in the RCM simulations.

2. Research Accomplishments/Highlights:
Accomplishments are as follows:

Dynamically downscaled the NCEP-NCAR global reanalysis for the period 1950-2002
(Castro et al. 2006a). This was follow-on modeling work from the observational study of
Castro et al. (2001). The regional climate model (RCM) used in this study was the
Regional Atmospheric Modeling System (RAMS) (Pielke et al. 1992; Cotton et al. 2003).
The incorporation of a modified Kain-Fritsch cumulus parameterization scheme (Castro
et al. 2002, 2006a) was crucial to improve the spatial and temporal distribution of warm
season precipitation. This study created the longest RCM summer climatology to date
for the contiguous U.S. and Mexico. The comparison between the RCM simulations and
the North American Regional Reanalysis demonstrated that the resolution provided by a
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RCM is essential to capture summer climate variability. The main reason for the
improvement above a global reanalysis or general circulation model (GCM) is primarily
due to the model representation of the diurnal cycle of convection.

By analysis of the variability in these RCM simulations it was shown that the dominant
time-varying SST modes in the Pacific affect the onset of the North American Monsoon
System (NAMS) (Castro et al. 2006b). A RCM is again needed because the places with
the strongest relationship to Pacific SST remote forcing are the central U.S. and the
core monsoon region, and summer precipitation in these locations is dominated by the
diurnal cycle Time-evolving teleconnections are maximized in early summer and then
wane. The model simulations also suggested that the cause of the observed decrease
in summer precipitation in western Mexico is due to a long-term increase in eastern
Pacific SST, and this could only be realized within the RCM domain.

Similar RAMS boreal summer experiments dynamically downscaled simulations from
the NASA Seasonal-to-Interannual Prediction Project (NSIPP) GCM to establish the
physical link to remote SST forcing (Castro et al. 2006b). These simulations showed
similar results to the ones mentioned before when the GCM accurately represented the
summer teleconnection response. This demonstrated that the RCM can yield predictive
skill in a seasonal weather prediction dynamical downscaling mode in which the lateral
boundary conditions are derived from a GCM with specified SST conditions.

Current work is evaluating the impact of soil moisture conditions and vegetation
dynamics to quantify the role of the land surface on North American summer climate
variability in a RCM framework (Castro et al. 2006c). These simulations use spatially
varying soil moisture derived from a long-term North American Land Data Assimilation
(NLDAS) product, satellite-derived leaf area index (LAI), and a fully coupled
atmospheric-biospheric model GEMRAMS. Preliminary statistical analysis of the
significant spatiotemporal modes of soil moisture and vegetation show that they act as
integrators of the remote forcing by Pacific SST at the interannual and interdecadal time
scales. Significant variability occurs at a timescale of about 7 to 9 years for the land-
surface variables. The central U.S. has the highest amplitude response in soil moisture
because the relationship between precipitation and Pacific SSTs is consistent
throughout the whole year in this region.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

Due to the Pl move to CU and Co-PIl move to the University of Arizona last year, we
have had some delay in the RCM sensitivity experiments with extreme soil moisture
conditions and incorporation of the satellite-derived leaf area index. Other than that, all
of our objectives are being met at the rates indicated in our original proposal.

4. Leveraging/Payoff:

We will evaluate the land-surface influence (i.e., soil moisture and vegetation) apart

from and in conjunction with remote Pacific-SST forcing. We anticipate that significant
synergistic relationships between antecedent soil moisture, dynamic vegetation and
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large-scale atmospheric variability may be found that lead to extreme summer climate in
North America.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

Our research findings and papers are posted on our research website at
http://cires.colorado.edu/science/groups/pielke/pubs/ to provide prompt and broad
dissemination of our current research. Dr. Castro and Dr. Beltran presented research
results at the First CPPA Meeting at Tucson, AZ, in August 2006. Dr. Castro
participated in the Monsoon Region Climate Applications Binational Workshop in
Guaymas, Sonora, Mexico, May 8-11, 2006 and the 31°' Climate Diagnostics and
Prediction Workshop in Boulder, CO, Oct. 23-27, 2006. Dr. Castro was appointed as a
member of the North American Monsoon Experiment (NAME) Science Working Group
(SWG) in 2006. During the reporting period, invited presentations were also given by
Dr. Castro at the Centro de Investigacion y Educacién Superior de Ensenada
(CICESE), Sep. 29, 2006; National Center for Environmental Prediction (NCEP), Oct.
11, 2005; NASA Goddard, Oct. 10, 2005; Purdue University, Department of
Atmospheric Sciences, Oct. 6, 2005; and the University of Arizona, Sep. 8, 2005.

6. Awards/Honors:

Dr. Castro accepted a professorship at the University of Arizona in Tucson and started
there effective July 2006. Dr. Adriana Beltran has begun working on this project through
a subcontract to the University of Colorado in addition to Dr. Castro and Dr. Pielke.

7. Outreach:
Conference and meeting presentations:

Beltran-Przekurat, A., C.H. Marshall, and R.A. Pielke, Sr., 2006: Numerical Simulations
of Recent Warm-Season Weather: Impacts of a Dynamic Vegetation Parameterization.
Presented at the First Climate Prediction Program for the Americas (CPPA) Pls
Meeting, Tucson, Arizona, August 14-16, 2006.

http:// climatesci.colorado.edu/publications/presentations/PPT-68.pdf

Castro, C.L., R.A. Pielke Sr., and J.O. Adegoke, 2006. Investigation of the Summer
Climate of North America: A Regional Atmospheric Modeling Study (Investigacién del
Clima del Verano en Norteamérica: Un Estudio con un Model Atmoférico Regional).
Presented at: 1) Monsoon Region Climate Applications: a Binational Workshop.
nstituto Technoldgico de Sonora (ITSON), Guaymas, Sonora, Mexico, May 8-11, 2006;
2) First Climate Prediction Program for the Americas (CPPA) Principal Investigators
Meeting, Tucson, Arizona, August 14-16, 2006; and 3) 31° Climate Diagnostics and
Prediction Workshop, Boulder, Colorado, October 23-27, 2006.

http:// climatesci.colorado.edu/publications/presentations/PPT-63.pdf
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Castro, C.L., A.B. Beltran-Przekurat, and R.A. Pielke, Sr., 2006. Statistical
Characterization of the Spatiotemporal Variability of Soil Moisture and Vegetation in
North America for Regional Climate Model Applications. Presented at: 1) First Climate
Prediction Program for the Americas (CPPA) Principal Investigators Meeting, Tucson,
Arizona, August 14-16, 2006; and 2) 31% Climate Diagnostics and Prediction Workshop,
Boulder, Colorado, October 23-27, 2006.
http://climatesci.colorado.edu/publications/presentations/PPT-67.pdf

Castro, C.L., A.B. Beltran-Przekurat, and R.A. Pielke Sr., 2007: Spatiotemporal
Variability and Covariability of Temperature, Precipitation, Soil Moisture, and Vegetation
in North America for Regional Climate Model Applications. Presented at the American
Geophysical Union Joint Assembly, Acapulco, Mexico, 22-25 May 2007 .
http://climatesci.colorado.edu/publications/presentations/PPT-85.pdf

8. Publications:

Castro, C.L. R.A. Pielke, Sr., and J.O. Adegoke, 2007a. Investigation of the Summer
Climate of the Contiguous U.S. and Mexico Using the Regional Atmospheric Modeling
System (RAMS). Part I: Model Climatology (1950-2002). J. Climate, 20, 3866-3887.
http://climatesci.colorado.edu/publications/pdf/R-306.pdf

Castro, C.L., R.A. Pielke, Sr., J.O. Adegoke, S.D Schubert, and P.J. Pegion, 2007b.
Investigation of the Summer Climate of the Contiguous U.S. and Mexico Using the
Regional Atmospheric Modeling System (RAMS). Part Il: Model Climate Variability. J.
Climate, 20, 3888-3901.

http://climatesci.colorado.edu/publications/pdf/R-307.pdf

Rockel, B., C.L. Castro, R.A. Pielke Sr., H. von Storch, and G. Leoncini, 2007:
Dynamical downscaling: Assessment of model system dependent retained and added
variability for two different RCMs. Geophys. Res. Lett., submitted.
http://climatesci.colorado.edu/publications/pdf/R-325.pdf
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DATA FUSION TO DETERMINE NORTH AMERICAN SOURCES AND SINKS OF
CARBON DIOXIDE AT HIGH SPATIAL AND TEMPORAL RESOLUTION

Principal Investigators: Kenneth J. Davis, and A. Scott Denning
NOAA Project Goal: Climate

Key Words: Carbon Cycle, Greenhouse Gases, Terrestrial CO, Sinks

1. Long-term Research Objectives and Specific Plans to Achieve Them:
We expect to achieve the following objectives:

Development and evaluation of a comprehensive analysis system for estimation of monthly
CO; exchange across North America at high spatial resolution based on the existing and
emerging N. American mixing ratio and flux networks;

Dramatic reduction in the uncertainty in the annual net North American CO, flux and its
interannual variations, as compared to currently published results;

Attribution of CO, sources between fossil fuel combustion and ecosystem exchange using CO
and other trace gases;

Application of AmeriFlux tower CO; flux observations to evaluate the mechanisms responsible
for seasonal to interannual responses of ecosystem carbon exchange to climate variability
(temperature, radiation, precipitation);

Evaluation of the flux and mixing ratio predictions of the forwards and inverse models;

Evaluation of the strengths and weaknesses of atmospheric and ecosystem models, and the
flux and mixing ratio observational networks used in these studies.

The methods explored here will be portable to other parts of the globe.

To achieve these goals, we have used measurements of both local surface fluxes and
near-surface atmospheric mixing ratio of CO in a comprehensive model of
photosynthesis, ecosystem respiration, and atmospheric transport over North America.
We have studied the mechanisms that control the high-frequency (diurnal-synoptic)
variations in atmospheric CO,, We have developed and evaluated a global model of
atmospheric CO; for use in specifying boundary conditions to the regional model, and
performed nested grid simulations of weather and CO, over North America. We have
used a backward-in-time Lagrangian transport model to compute the influence of
upstream fluxes on the measured concentrations at the tower sites, and tested a
procedure for correcting model estimates of these sources and sinks.

2. Research Accomplishments/Highlights:
We have developed and tested a method for extrapolating these surface-layer

measurements of CO; at flux towers to atmospheric mixed-layer values under
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convective (daytime) conditions, creating inexpensive “virtual tall towers (VTT).” These
VTT estimates have been compared to six years of actual vertical differences measured
at the WLEF tall tower. We find that hourly daytime mixed-layer mixing ratios can be
estimated from surface layer values and measured fluxes to within 0.5 ppm in winter,
within 0.2 ppm in summer, and within 0.05 ppm in fall and spring (Butler et al., in prep).
Accurate extrapolation of surface-layer data to the mixed-layer allows Ameriflux towers
to contribute to regional flux estimation by inversion of large-scale transport models
which cannot resolve surface-layer gradients.

We have developed several different methods for estimation of continental carbon
budgets from CO, mixing ratio observations which combine traditional weekly flask
sampling with continuous in-situ measurements. This is very challenging because of the
vastly greater data volume with hourly compared to weekly observations. Older
methods have estimated monthly fluxes for large regions, but this leads to unacceptable
bias due to errors in the assumed spatial patterns of fluxes within regions. Finer
resolution is possible using mesoscale models, but variations of CO; at the lateral
boundary conditions is required in this case. Our strategy has been to use a global
model to perform relatively coarse estimation of monthly mean fluxes, and then to use
the resulting optimized 4-dimensional CO field as a “first guess” for lateral boundary
conditions for much higher resolution inversions using a mesoscale model.

Global inversions and transport modeling have been performed with additional support
from NASA using the Parameterized Chemical Transport Model (PCTM), which is
driven by analyzed meteorology produced by the NASA Goddard Modeling and
Assimilation Office. We are using this model to separately estimate monthly
photosynthesis and respiration for 47 regions, with 10 in North America.

At the regional scale, we have developed a method to perform flux estimation on a 100
km x 100 km grid over North America using the CSU Regional Atmospheric Modeling
System (RAMS) and a backward-in-time Lagrangian Particle Dispersion Model (LPDM).
RAMS transport fields are archived and used by LPDM to calculate influence functions,
(partial derivative of observed CO, variations with respect to upstream fluxes at
previous times). With a continental network of 10-20 towers making hourly
measurements, it is not possible to estimate fluxes every hour for every 100 km grid
cell. We aggregate fluxes for 10 days at a time using the Simple Biosphere (SiB) model
coupled to RAMS, which estimates photosynthesis (GPP) and respiration every 5
minutes from physiological principles and satellite imagery. We have evaluated SiB-
RAMS by comparing simulated fluxes to eddy covariance measurements. We
convolved the LPDM-derived influence functions separately with simulated GPP and
respiration in SiB-RAMS to produce maps of the influence of each component flux at
every grid cell over 10 days on the observed mixing ratio at each tower in each hour.
The inverse problem was then formulated as an estimation of multiplicative model bias
in GPP and respiration in SiB-RAMS for each grid cell. Optimal estimates of these
biases were applied to the simulated gridded fluxes at each time step to produce time-
varying maps of GPP and respiration on the 100-km grid which are consistent with the
mixing ratio variations.

We found that uncertainty in GPP and respiration was substantially reduced only in a
very limited region (a few hundred km radius) around each tower unless spatial error
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covariance structures were introduced into the optimization. We have applied a very
flexible procedure based on the Maximum Likelihood Ensemble Filter (MLEF) to
perform the optimization of model bias. Unlike previous studies, we allowed for
generalized error covariance and did not specify an exponential decay of spatial
autocorrelation with distance. We found that with sufficiently dense observing networks
(e.g., the DOE-supported Ring of Towers in 2004); the method could recover
complicated spatial structures in model bias quite well. On the other hand, we found that
without allowing for spatially correlated model bias the current observing network at the
continental scale is insufficiently dense to constrain spatial structures over many areas.
We have used observed fluxes to study the impact of uncertain model parameters in
SiB on errors in simulated fluxes (Prihodko et al, in press), and showed that model skill
at synoptic to seasonal time scales was often controlled by a handful of parameters.
Ricciuto et al (in press) confirmed that a model with a small number of parameters could
simulate daily, synoptic and seasonal flux variability well, but Ricciuto (2006) showed
that even a tuned ecosystem model had limited skill in predicting interannual variability
of net ecosystem-atmosphere exchange (NEE) of CO; across 5 eastern U.S. temperate
forest AmeriFlux sites. This suggests that changes in model structure, rather than
simple parameter tuning may be required to capture interannual variability. Assimilation
of multi-year records from the flux towers yielded good convergence of the parameters
governing photosynthesis and forest phenology, and the parameter values were similar
across these sites. Convergence of parameter values governing heterotrophic
respiration, however, was weak and relatively inconsistent.

We showed that synoptic to seasonal variations were coherent across a number of
towers, but that mean annual fluxes were surprisingly heterogeneous, even over a small
area. Different processes control variations at different time scales. Butler et al (in prep)
show that spatially coherent responses to climate anomalies can influence timing of
seasonal fluxes across a large region, producing widespread anomalies in CO, mixing
ratio that should be interpretable via inverse modeling.

We have studied the nature of the very strong synoptic variability in CO, mixing ratios at
continental sites using observations at six towers, the global PCTM and the coupled
SiB-RAMS models. We found that variations are predominantly driven by horizontal
advection rather than changes in vertical mixing, and that they can be predicted
reasonably well by the models. This is encouraging for the feasibility of regional flux
inversion using these models.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

Development and evaluation of a comprehensive analysis system for estimation of monthly
CO, exchange across North America at high spatial resolution based on the existing and
emerging N. American mixing ratio and flux networks;

In progress: development is done, and evaluation is ongoing. Expect a paper in 2006.

Dramatic reduction in the uncertainty in the annual net North American CO, flux and its

interannual variations, as compared to currently published results;
In progress. Expect to submit paper by end of 2006.
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Attribution of CO; sources between fossil fuel combustion and ecosystem exchange using CO
and other trace gases;

Determined to be inappropriate. Requires active chemistry in the model. We have adopted
another strategy in collaboration with Kevin Gurney (Purdue) under NASA sponsorship.

Application of AmeriFlux tower CO;, flux observations to evaluate the mechanisms responsible
for seasonal to interannual responses of ecosystem carbon exchange to climate variability
(temperature, radiation, precipitation);

In progress. Two PhD students at Penn State have studied this, and one just defended. Two
papers forthcoming.

Evaluation of the flux and mixing ratio predictions of the forwards and inverse models;
In progress, in parallel with objective 1

Evaluation of the strengths and weaknesses of atmospheric and ecosystem models, and the
flux and mixing ratio observational networks used in these studies.
In progress, in parallel with objs 1 and 5

4. Leveraging/Payoff:

The fate of anthropogenic CO; introduced into the atmosphere by the combustion of
fossil fuels is one of the leading sources of uncertainty in projections of future climate.
Coupled carbon-climate models simulate positive feedback (warming promotes
additional CO;, release to the atmosphere), but a recent comparison of 11 such models
found a range of nearly 200 ppm in CO; and 1.5 K of warming in 2100 (Friedlingstein et
al, 2006). Research leading to improved quantification and understanding of carbon
sources and sinks has therefore been identified as a major priority for the US Carbon
Cycle Science Program, with special focus on North America in the near term. The
North American Carbon Program (NACP, Wofsy and Harris, 2002; Denning et al, 2005)
involves process studies, an expanded flux measurement network, remote sensing and
modeling, and inversions using new atmospheric mixing ratio observations. Cross-
evaluation of models and data sources and hypothesis testing at a variety of spatial and
temporal scales is envisioned within a new framework of model-data fusion.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
Strong linkages to other related projects at CSU funded by NASA and DOE
Collaboration with Randall Kawa and James Collatz at NASA GSFC

Links to Peter Thornton at NCAR

The North American Carbon Program (NACP: an integargency collaboration sponsored
by 9 federal agencies):

Denning chairs NACP Science Steering Group

Davis co-chairs Midcontinent Intensive Task Force
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Denning serves on MCI Task Force, Data Systems Task Force, and Synthesis Task
Force

6. Awards/Honors: None as yet
7. Outreach:

Grad Students at CSU:

Aaron Wang (received M.S. in 2005)

Nick Parazoo (will defend M.S. in 2006)

Lara Prihodko (partially supported on this, received PhD in 2004)
Joanne Skidmore (partially supported on this, received M.S. 2004)
Grad Students at Penn State:

Dan Ricciuto (PhD 2006)

Martha Butler (will defend PhD 2007)

8. Publications:

Ricciuto, D.M., Diagnosing uncertainty and improving predictions of terrestrial CO-
fluxes at multiple scales through data assimilation, Ph.D. dissertation, The Pennsylvania
State University, 2006.

Wang, J.-W., Observations and simulations of synoptic, regional, and local variations of
atmospheric CO,, M. S. The Wang, J.-W., Observations and simulations of synoptic,
regional, and local variations of atmospheric CO,, M. S. Thesis, Colorado State
University, 146 pp, 2005.

Prihodko, L., A.S. Denning, N.P. Hanan, I. Baker, K. Davis, Sensitivity, uncertainty and
time dependence of parameters in a complex land surface model. Agric. and Forest
Meteorol., in press.

Ricciuto, D. M., M. P. Butler, K. J. Davis, B. D. Cook, P. S. Bakwin, A. Andrews, R. M.
Teclaw, Determining the causes of interannual variability in ecosystem-atmosphere
carbon dioxide exchange in a northern Wisconsin forest using a Bayesian synthesis
inversion, Agriculture and Forest Meteorology, in press.

Skidmore, J., A. S. Denning, K. J. Davis, P. J. Rayner, K. R. Gurney, J. Kleist, and
TransCom 3 Modelers. Evaluation and prioritization of continuous measurements of
[COy] from flux tower for inverse modeling. In prep for Journal of Geophysical Research.

Wang, J.-W., A. S. Denning, L. Lu, I. T. Baker, K. D. Corbin, and K. J. Davis.

Observations and simulations of synoptic, regional, and local variations in atmospheric
CO,. Submitted to J. Geophys. Res.
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DEVELOPMENT AND EVALUATION OF GOES AND POES PRODUCTS FOR
TROPICAL CYCLONE AND PRECIPITATION ANALYSIS

Principal Investigators: J.A. Knaff, L.D. Grasso
NOAA Project Goal: Weather and Water

Key Words: Tropical Cyclone, Hurricane, Precipitation, Rainfall, Tropical Cyclone
Intensity, Tropical Cyclone Formation

1. Long-term Research Objectives and Specific Plans to Achieve Them:

This project encompases the development and improvement of three separate
operational products including: (1) the development and operational implementation of
an Advanced Microwave Sounding Unit (AMSU) —based global tropical cyclone intensity
algorithm, (2) the development and operational implementation of an objective satellite-
based tropical cyclone formation prediction for the Atlantic, eastern North Pacific and
the western North Pacific, and (3) improvements of the already operational
NOAA/NESDIS Hydroestimator product using cloud resolving numerical modeling.

The long term goals of this project are as follows:

--(1)To develop and operationally implement a AMSU-based tropical cyclone intensity
algorithm developed at CIRA. The original algorithm was developed for use in the
Atlantic and eastern North Pacific. Using historical global tropical cyclone datasets this
algorithm is being generalized for global use. Once generalized it will be produced in
real-time in both an experimental and pre-operational manner at CIRA. Working with
NOAA/NCEP/TPC personnel the Algorithm will be made part of a set of operational
products and will provide routine fixes of tropical cyclone to complement the DVORAK-
based tropical cyclone intensity estimates.

--(2)Using a combination of model analyses, GOES water vapor imagery, and historical
tropical cyclone formation datasets and algorithm to predict the probablity of tropical
cyclone formation will be developed. Development involves statistical screening of the
data, and discriminant analysis to produce the probablity of formation in 5 degree
latitude/longitude areas. An experimental version of this product will be produced in
real-time at CIRA. Following a period of evaluation by personnel at the National
Hurricane Center, and working with personnel at NOAA/NESDIS/IPB the product will be
transitioned to an operational platform. The final product will be displayed on the SAB
website. The product will be developed for the Atlantic, Eastern north Pacific and the
western North Pacific.

--(3)The long term research objectives are to aid in the improvemnt of the operational
hydroestimator in collaboration with Dr. Bob Kuligowski. Specifically, a numerical cloud
model is combined with an observational operator—that contains OPTRAN code and
radiational transfer models—to produce synthetic GOES infrared images. These images
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are used in conjunction with numerical model output to build brightness
temperature/rainrate statistics.

2. Research Accomplishments/Highlights:

Products (1) and (3) were completed during the prior report year, and were reported as
such in the FYO06 report. (2) Development of the Tropical Cyclone Formation
Probability product for the central and western North Pacific has been completed. In
addition, updates were made to the Atlantic & eastern N. Pacific product. These
improvements include the addition of 2004 and 2005 to the dependent dataset and the
inclusion of 850 hPa horizontal divergence as a predictor. This updated product is
currently running real-time at CIRA.

A product website was developed for the updated TCFP and is available at
http://rammb.cira.colostate.edu/projects/gparm/index.asp. It includes a main page
highlighting regions of enhanced TC formation likelihood and a 24-hour water vapor
image loop over the entire domain. Each of the three main basins (Atlantic, eastern N.
Pacific, western N. Pacific) has its own product page displaying predicted and
climatological TC formation probabilities, input parameter values, and time series
values. To date, the extended/updated TCFP product has verified favorably for the
early 2007 season (examples provided in Figs. 2-4).

A formal request has been submitted to JTWC for evaluation of the product for the 2007
season. Final product evaluation will be conducted at the end of the 2007 season, after
which the new TCFP product will be transitioned to an operational platform with the help
of personnel from NOAA/NESDIS/IPB.
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Figure 1. The TCFP product was extended to the Western and Central N. Pacific
regions and the total domain was divided into 3 main basins, based on satellite
coverage and agency boundaries.
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Figure 2. The main web page for the new TCFP graphic highlights regions
throughout the entire product domain where the probability of TC formation is
elevated and provides the corresponding 24-hr water vapor images as an
animated loop, allowing forecasters to quickly identify areas where TC formation is
possible. This example is for 7/8/07 18Z, the time period 18 hrs prior to the
development of WP04 on 7/8/07 12Z at 11.2N, 140.2E.
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Figure 3. The TCFP predicted probabilities over the western N. Pacific
for 7/8/07 18Z.
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Figure 4. WP04 formed in western N. Pacific sub-basin WPII (left). The time
series plot of summed formation probabilities over WPII shows a sharp increase in
sub-basin probabilities just prior to the formation of WP04 on 7/9/07 12Z. The red
dots indicate the times at 6, 12, 18, and 24 hours prior to formation.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

We have met our objectives for this reporting period. The primary goal in this fiscal year
was to develop the TCFP product for the central and western N. Pacific and get it
running real-time in its pre-operational phase at CIRA.

4. Leveraging/Payoff:

Operational forecasters at NHC and JTWC are required to forecast the likelihood of
tropical cyclone formation in the next 24 hours. These forecasts are particularly
important in coastal areas where storms may form, intensify, and then quickly move
onshore, leaving little time for communities to prepare. Currently there is little objective
guidance for tropical cyclone formation. The algorithm developed in this project offers a
truly objective guidance method to aid in these forecasts.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
We are in collaboration with Dr. Bob Kuligowski of NOAA/NESDIS, Michael Turk
(NOAA/NESDIS), Antonio Irving (NOAA/NESDIS), Charles Sampson (NRL, Monterey),
Edward Fukada (DOD/JTWC)and Ed Rappaport (NOAA/NHC).

6. Awards/Honors: None

7. Outreach: (a) Graduate/Undergraduate students (List by name, degree status and

continuance after obtaining degree); (b) Seminars, symposiums, classes, educational
programs; (c) Fellowship programs; (d) K-12 outreach; (e) Public awareness.
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(a) An undergraduate student in the Department of Computer Science at Colorado State
University (Robert DeMaria) assisted with coding for the database development for the
tropical cyclone formation parameter, and an undergraduate student at Colorado State
University (Greg DeMaria) assisted with the web page product display for the tropical
cyclone formation parameter.

DeMaria, M., Knaff, J., Zehr, R. and A. Schumacher, May 31, 2007: Improvements in
Real-Time Tropical Cyclone Products, Star Science Forum, Camp Springs, MD
(presented via teleconference), available online at
http://www.orbit.nesdis.noaa.gov/star/past_seminars 2007.php#DeMaria20070531 .

(c) None
(d) None

(e) None

8. Publications:

Conference Proceedings

Schumacher, A. B., M. DeMaria, J. Knaff, A. Irving, and N. Merckle, 2007 Presentation
(Poster): A New Tropical Cyclone Formation Product: Operational Implementation for
the Atlantic and Eastern Pacific in 2006 and Extension to the Western N. Pacific in
2007. 61% Interdepartmental Hurricane Conference, New Orleans, LA, available on-line
at http://www.ofcm.gov/ihc07/Presentations/posters/p-17schumacher.ppt
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DEVELOPMENT OF AN ANNULAR HURRICANE EYEWALL INDEX FOR TROPICAL
CYCLONE INTENSITY FORECASTING

Principal Investigator: J.A. Knaff
NOAA Project Goal: Weather and Water

Key Words: Tropical Cyclones, Hurricanes, Microwave Imagery, Hurricane Eyewall

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Although there has been some slow progress in the ability to forecast hurricane intensity
change, the prediction of rapid intensity changes remains problematic. Rapid
intensification and rapid decay are associated with processes in the hurricane eyewall
such as concentric eyes and eyewall replacement cycles. In these cases hurricane
intensity is highly transient. In the other extreme, a new type of storm called an
“annular” hurricane has recently been identified (see Figure 1), which has a large and
stable eye, and tends to remain intense for longer than usually anticipated by hurricane
forecasters. In this project, an objective technique to identify annular hurricanes will be
developed. Input will include infrared data from Geostationary Operational
Environmental Satellites (GOES) and synoptic scale information and sea surface
temperatures from global analyses. The Annular Hurricane Index developed here will
be tested in TPC operations in the 2007 hurricane season.

2. Research Accomplishments/Highlights:

Last year, an index that objectively determines whether a tropical cyclone is an annular
hurricane was developed using GOES IR data and the environmental diagnostic
information derived from the NCEP GFS model. This index was derived using a two-
step approach. The first step is to prescreen the cases that are extremely unlikely to be
Annular (using environmental and structural conditions specified in Knaff et al. 2003).
Once the data are prescreened a linear discriminant analysis is used to determine the
likelihood a storm is annular or non-annular.

Several modifications were made to the annular hurricane identification algorithm
developed last year to get it ready for operational transition for the 2007 season. The
algorithm uses the Statistical Hurricane Instensity Prediction Scheme (SHIPS), which
has evolved throughout the time of development. The most current version of the
SHIPS developmental data (SDD) uses a different calculation of vertical shear than the
previous version. Hence, it was necessary to run the analysis again using the most
recent version of the SDD. In addition to rerunning the analysis, years 2004-2006 were
added to the development dataset. Also, an annular hurricane index (AHI) was
developed as the main output for the operational product. The AHI is calculated by
scaling the linear discriminant function value from 0 to 100, where 0 indicates “not an
annular hurricane” and values 1 to 100 indicate that the case is likely an AH, with larger
values indicating greater confidence.
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The final algorithm was implemented at NOAA/TPC before the start of the 2007 season.
It will be tested in a real-time setting at the National Hurricane Center through the
entirety of the season and, given a favorable post-season evaluation, the transition from
experimental to operational product will be pursued.

Figure 1. Color enhanced GOES infrared satellite imagery of the fourteen annular
hurricane cases at or near peak visual annular characteristics. Storm names, dates
and times are given at the bottom of each individual image panel. In addition, storm
names and year are listed in the upper left of each image panel with North Atlantic and
eastern/central North Pacific storm names indicated by yellow and cyan text,
respectively. Taken from Knaff et al (submitted 2007).

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

This project is on schedule.

4. Leveraging/Payoff:

Since annular hurricanes have special intensity trend characteristics that are poorly
recognized by current intensity predictions systems, this research will help to improve
operational hurricane intensity forecasts. As a result, this project has a direct
connection with the public interest. Coastal evacuations and other preparations for

tropical cyclones are extremely expensive, and hurricanes that undergo rapid intensity
changes are the most problematic.
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5. Research Linkages/Partnerships/Collaborators, Communications and Networking:

This research is a joint effort between several groups with NOAA and the university
community, including the NOAA/NESDIS Center for Satellite Applications and Research
(STAR), the NOAA/NCEP TPC, Colorado State University and the University of
Wisconsin.

6. Awards/Honors: None

7. Outreach: (a) Graduate/Undergraduate students (List by name, degree status and
continuance after obtaining degree); (b) Seminars, symposiums, classes, educational
programs; (c) Fellowship programs; (d) K-12 outreach; (e) Public awareness.

(@) None

(b) Schumacher, A.B., J.A. Knaff, T.A. Cram, J.P. Kossin, and M. DeMaria, 2007

Presentation (Oral): Operational Implementation of an Objective Annular Hurricane

Index, 61% Interdepartmental Hurricane Conference, New Orleans, LA, available on-
line at http://www.ofcm.gov/ihcO7/Presentations/s6-04schumacher.ppt

(c) None
(d) None
(e) None

8. Publications:

Refereed Publications:

Knaff, J.A., Cram, T.A., Schumacher, A.B., Kossin, J.P., and M. DeMaria, 2007:
Objective Identification of Annular Hurricanes, Submitted to Weather and Forecasting.
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DEVELOPMENT OF THREE-DIMENSIONAL POLAR WIND RETRIEVAL
TECHNIQUES USING THE ADVANCED MICROWAVE SOUNDER UNIT

Principal Investigator: T.H. Vonder Haar
NOAA Project Goal: Weather and Water

Key Words: POES, AMSU, Satellite-Derived Wind Measurements

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Satellite-derived wind measurements are most valuable over the oceanic regions where
fewer conventional observations exist. This lack of observational data extends over all
latitudes, from the tropics to the Polar Regions. Recent results have shown that
horizontal winds in Polar Regions estimated from satellites have the capability to
increase the accuracy of numerical model forecasts, illustrating the need for improved
wind observations in these data sparse regions.

A satellite-based method for estimating the winds in tropical cyclones has been adapted
for use at high latitudes. In this method, temperature profiles are calculated from
radiances from the Advanced Microwave Sounder Unit (AMSU) which flies aboard
NOAA'’s most recent polar-orbiting satellite series. Using the hydrostatic assumption
and a 100-hPa height field from the GFS model as a boundary condition, the
temperature profile is used to compute the height field as a function of pressure. A
balance equation (geostrophic, linear, or nonlinear) is then solved for the
streamfunction, from which the u and v components of the nondivergent wind may be
calculated. These retrievals will be referred to as sounder balance winds.

Specifics of the plan to develop this technique include:
Validation of the temperature and wind retrievals against radiosonde measurements.

Conversion of the nonlinear balance equation solver from beta-plane geometry on an
equidistant latitude/longitude grid to a rotated polar-stereographic coordinate.

Comparison of the sounder nonlinear balance winds with other methods, such as
feature-tracked wind measurements.

Collection of a larger dataset for validation against radiosondes and comparison to other
techniques.

2. Research Accomplishments/Highlights:
This project is a collaboration among different institutes testing various methods to

retrieve winds over the polar region. One of the participants, CIMSS (Cooperative
Institute for Meteorological Satellite Studies), generates feature-tracked winds using
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three consecutive passes of the MODIS instrument, which flies aboard the Terra and
Aqua satellites. In preparation for a comparison between the feature-tracked winds and
the balance winds, files containing the MODIS winds were collected for the 2-17
December 2004 period of study. An example of the MODIS feature-tracked winds is
given in Figure 1 and an example of the AMSU balance winds is given in Figure 2.

160:

Figure 1. An example of MODIS feature-tracked winds from CIMSS.
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Figure 2. An example of AMSU balance winds. The 500 mb heights and geostrophic
winds are from 00 UTC 17 December 2004.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:

This study is a three-year effort. Last year, the first two bullets in section 1 were
completed. This year, work on the third bullet has begun. In the coming year, the
comparison between the two methods will be completed, including the 2-17 December
2004 case as well as a summertime case, which is currently being collected.

4. Leveraging/Payoff:

The development of a satellite-based wind retrieval technique for use over the polar
regions will provide wind measurements in an area which is currently sparsely sampled.
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The inclusion of these wind measurements into numerical models can improve
forecasts, to the general benefit of the public.

5. Research Linkages/Partnerships/Collaborators, Communications and Networking:
The polar winds project involves collaborations with other agencies including the
National Environmental Satellite, Data, and Information Service’s Office of Research
and Applications, and CIMSS located at the University of Wisconsin — Madison.

6. Awards/Honors: None as yet

7. Outreach: None as yet

8. Publications: None as yet
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ENVIRONMENTAL APPLICATIONS RESEARCH

Principal Investigator: T.H. Vonder Haar

NOAA Project Goals: Various

Key Words: Various

1. Long-term Research Objectives and Specific Plans to Achieve Them:
Various. See following reports.

2. Research Accomplishments/Highlights

See following reports.

3. Comparison of Objectives Vs. Actual Accomplishments for Reporting Period:
See following reports.

4. Leveraging/Payoff: See following reports.

5. Research Linkages/Partnerships/Collaborators, Communication and Networking:
See following reports.

6. Awards/Honors: See following reports.

7. Outreach: See following reports.

8. Publications: See following reports.
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|. Research Collaborations with the ESRL/GSD Office of the Director

Project Title: The Use of Unmanned Aircraft Systems for Atmospheric
Observations

Principal Researcher: Nikki Prive’

NOAA Project Goal / Program: Climate—Understand climate variability and change to
enhance society's ability to plan and respond / Climate observations and analysis

Key Words: Unmanned Aircraft Systems (UAS), climate, observations, Arctic

1. Long-term Research Objectives and Specific Plans to Achieve Them:

To develop a concept of operations for a global network of Unmanned Aircraft Systems
(UAS) for the purpose of improving atmospheric observations for climate and weather
over data-poor regions. The observational goals and viability of such a network will be
determined by using Observing System Simulation Experiments (OSSE) for
contributions to operational weather forecasting; and through analysis of existing
climate data for contributions to climate research. Numerical modeling and analysis of
past data will be used to determine the optimal choices of UAS routing.

2. Research Accomplishments/Highlights:

A report on the potential for the use of UAS for Arctic observations was written to
support the development of an Arctic UAS Testbed. The report detailed the feasibility of
using Eielson AFB for ground operations and launch/recovery of UAS, as well as the
capabilities of existing UAS and Autonomous Underwater Vehicles (AUV), and
instrumentation suitable for use on these vehicles.

In support of the OSSE project, code was developed in Matlab which will generate
synthetic observations for UAS observational systems. The code uses output from the
OSSE Nature Run to calculate the flight of the UAS in the modeled wind field, the
location and timing of dropsonde release, tracking of dropsonde and drifting sondes,
and interpolation of measurements taken by the sondes.

A diagnostic examination of Rossby wave packets in the Nature Run was performed to
support a possible OSSE for the T-PARC Pacific campaign, which may employ UAS as
part of a larger observational network. The dynamical characteristics (such as
wavenumber, amplitude, group velocity, and phase speed) of midlatitude upper-
tropospheric Rossby waves were compared with waves observed in the ECMWF and
NCEP reanalyses.
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3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

--Objective: Running an observing system simulation of the effect of large numbers of
UAS sondes on the medium range weather forecast.

Status: This objective is in progress. Code for the generation of synthetic UAS
observations is close to completion. Diagnostic evaluation of the Nature Run is
ongoing.

--Objective: Support for the development of an Arctic UAS testbed.

Status: The first draft of a report on the feasibility of an Arctic testbed based in Alaska
has been completed. A panel of UAS testbed leads is being formed, and will determine
further projects for support of the three proposed testbeds in the Arctic, Pacific, and Gulf
regions.

4. Leveraging/Payoff:

The proposed network of UAS observations, envisioned to be a key component of the
NOAA-proposed GEOSS, would provide regular vertical profiles of atmospheric
conditions across data-poor regions, with the goal of improving operational weather
forecasting and providing quality data for climate change research. The current efforts
to design and optimize the proposed UAS observational network help to ensure that the
network would be viable and successful at reaching these goals.

5. Research Linkages/Partnerships/Collaborators:

6. Awards/Honors:

7. Outreach:

Presentation at the NOAA/NESDIS/StAR/CoRP Symposium, August 15-16 2006.

8. Publications:
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Project Title: IPCC Climate Model Demonstrations for Science on a Sphere®

Principal Researcher: Nikki Prive'

NOAA Project Goals / Programs: Climate—Understand climate variability and change to
enhance society's ability to plan and respond / Climate predictions and projections;
Cross-cutting priorities of environmental literacy, outreach and education

Key Words: Climate model projections, Science on a Sphere®
1. Long-term Research Objectives and Specific Plans to Achieve Them:

The obijective of this project is to illustrate current climate model results for public
outreach using Science on a Sphere® to increase understanding of climate change
science. [See Section VI. C. for additional information on the SOS Development
project.]

2. Research Accomplishments/Highlights:

Six Sphere demonstrations illustrating the fourth IPCC model results have been refined
and are complete. The demonstrations show the changes in surface temperature and
sea ice cover in the A1B scenario from the NCAR CCSM, Hadley, and GFDL climate
models.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:
Complete.

4. Leveraging / Payoff:

The climate model SOS demonstrations help to bring the most recent results from
climate research into the public awareness.

5. Research Linkages/Partnerships/Collaborators:
6. Awards/Honors:
7. Outreach:

Several of the SOS demonstrations have been distributed to museums around the
country for public showing, as well as in-house use at NOAA.
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Fig. 1. A visualization of surface temperature change in the year 2100 from the
NCAR CCSM model such as used in one of the SOS demonstrations.
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Project Title: T-REX (Terrain-induced Rotor EXperiment)

Principal CIRA Coordinator: Brian Jamison

NOAA Project Goal/Program: Commerce and Transportation—Support the Nation’s
commerce with information for safe, efficient, and environmentally sound transportation/
Aviation weather

Key Words: T-REX, Terrain-induced Rotor EXperiment, wind flow in complex terrain
1. Long-term Research Objectives and Specific Plans to Achieve Them:

The T-REX project is a forecasting exercise involving the use of high-resolution,
nonhydrostatic weather models in order to provide accurate guidance in complex
environments. The test area for T-REX is in the vicinity of the Sierra Nevada mountain
range, which has proven to be a challenging area to forecast. Tasks for this project
include display of several model variables on a number of isobaric and height levels,
and display of model and diagnostic parameters through three defined cross sections.

2. Research Accomplishments / Highlights:

Scripts were written to display the model and diagnostic variables including: potential
temperature, relative humidity, dewpoint, wind, and vertical velocity for five pressure
levels; wind, omega, potential temperature, and relative humidity for six height levels;
and wind, omega, turbulent kinetic energy, Richardson number, Scorer parameter, Na/U
and Nh/U (which describe the atmospheric response to orographic gravity waves) for
vertical cross sections. Some additional plots are also generated for accumulated
precipitation, mean sea level pressure, terrain, and skew-T charts for two locations.
These scripts were implemented into a master script to automatically generate these
graphic products following runs of the WRF Rapid Refresh ARW and NMM models
running over a 2 km X 2 km domain with 50 vertical levels. The products are made
available for viewing and comparison on a web page (http://www-
frd.fsl.noaa.gov/mabl/trex/).

Adjustments were made to the aforementioned web page and scripts. The web page
was modified to accept 27 different runs of two Weather Research and Forecasting
(WRF) based models: the National Mesoscale Model (NMM) and the Advanced
Research WRF (ARW) model. This was designed to allow easy comparison of the
output of the models following particular model parameter adjustments. The scripts
were modified for aesthetic changes to the graphical output. Images from the runs
using the best parameter settings were placed on the official T-REX catalog
(http://catalog.eol.ucar.edu/trex/).

To examine how the model runs performed, aircraft data from the HIAPER (High-
performance Instrumented Airborne Platform for Environmental Research), the BAe-146
(British Aerospace), and the National Center for Atmospheric Research King Air were
collected to be used for comparison with the resultant model forecasts. Each aircraft, at
varying times, collected data along the pre-determined cross section path B (see Figs. 1
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and 2). By isolating the data collected on section path B, software was written to
interpolate the model data to the aircraft data points, and comparison plots of potential
temperature and vertical velocity were created. An example of a vertical velocity
comparison plot is shown in Fig. 3

WRF-AA ARW 04162006 (00-00) 3 hr fcal Walid 04/162006 03:00 UTC
Terrain Helght (gpm) and Section Locations

Fig. 1. WRF ARW terrain height over the Sierra Nevada Mountains showing pre-
selected sections A, B, and C.
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Hiaper track, Apr 16 23:41:10 to 23:49:00 UTC

Fig. 2. As Fig. 1, but showing the HIAPER aircraft track along section B.
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Fig. 3. Comparison plot of vertical velocity from the WRF-NMM model, the WRF-
ARW model, and the HIAPER aircraft along the flight segment shown in Fig. 2.

In addition to these comparison plots, software was written to generate vertical plots of
model and actual terrain, and vertical plots of model potential temperature and vertical
velocity with the superimposed aircraft flight tracks. Verification results were placed on
an internal web page to facilitate analysis. The results were presented at an AMS
conference.
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3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

In progress; the achievements for this project during this fiscal year compare favorably
with the goals outlined in the statement of work.

Project Title: International H,O Project (IHOP)

Participating CIRA Researcher: Brian Jamison

NOAA Goal/Programs: Weather and Water—Serve society’s needs for weather and
water information/Environmental modeling

Key Words: IHOP, International H,O Project
1. Long-term Research Objectives and Specific Plans to Achieve Them:

IHOP, a field project that took place in 2002, was comprised of a number of projects.
One of these is the Bore project. A Bore is a gravity wave that propagates between air
of different densities, and depending upon the stability of these air masses and the
depth of the gravity wave, a Bore can become turbulent. This task involves in-depth
analysis of the data observed during a Bore event.

One of the instruments deployed for IHOP was the Goddard Lidar Observatory for Wind
(GLOW), which is a mobile direct detection Doppler lidar system. For IHOP, GLOW
was located at the Homestead Profiling Site in the Oklahoma panhandle, and was the
primary observation system for our analysis of a Bore event given its data interval (3
minutes) and its vertical resolution (100 meters).

2. Research Accomplishments/Highlights:

GLOW data files were collected for June 20, 2002 04:32 to 08:52 UTC and
concatenated to produce one large file. Scripts were written to plot wind speed, speed
error, and direction error as a function of time and altitude. Knowing the Bore speed
and direction (previously determined from other data sources), software was written to
translate the GLOW observed winds to be "Bore-relative", i.e., in the framework of the
Bore. This was done by first using a conventional coordinate transformation, and then
subtracting the motion of the Bore from the resultant winds. Using the Bore-relative
winds, the surface wind was extrapolated, and divergence was computed. Then, using
the anelastic continuity equation, the vertical winds were derived. Scripts were written
to plot the resultant vectors of the vertical component and the component parallel to the
direction of the Bore. This final plot clearly shows the undulation of the Bore waves
(Fig. 1). Additionally, since speed and direction errors vary, a method of quality control
was performed using the inverse square root of the sum of the photon counts, which
removed spurious higher level data.
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Fig. 1. Plot of the resultant wind vectors of the vertical component and the
component parallel to the direction of the Bore. This final plot clearly shows the
undulation of the Bore waves.

Comparison of Objectives vs Actual Accomplishments for the Report Period:

Completed.

4.

5.

6.

7.

8.

Leveraging/Payoff:

Research Linkages/Partnerships/Collaborators:
Awards/Honors:

Outreach:

Publications:

Koch, S.E., C. Flamant, J.W. Wilson, B.M. Gentry, and B.D. Jamison, 2007: An
atmospheric solution observed with Doppler radar, differential absorption lidar, and
molecular Doppler lidar. Accepted by J. Atmos. Oceanic Tech.
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[l. Research Collaborations with the GSD Aviation Branch

A. High Performance Computing-Advanced Computing

Project Title: Advanced High-Performance Computing

Principal Researchers: Jacques Middlecoff and Dan Schaffer
CIRA Team Member: Jeff Smith

NOAA Project Goals/Programs:

In the area of High Performance Computing-Advanced Computing, CIRA proposed six
research efforts. All six efforts support NOAA mission goals of (1) Weather and
Water—Serve society's needs for weather and water information / Environmental
modeling; (2) Commerce and Transportation—Support the Nation's commerce with
information for safe, efficient, and environmentally sound transportation / Aviation
weather, Surface weather, and NOAA emergency response; and (3) Understand
Climate Variability and Change to Enhance Society's Ability to Plan and Respond /
Climate predictions and projections.

Key Words: Computational grid; TeraGrid; gridpoint statistical interpolation; model
parallelization; WRF portal

1. Long-term Research Objectives and Specific Plans to Achieve Them:

a) For the MAPP project, CIRA researchers would continue to support NOAA code
interoperability, as well as ESRL needs, by supporting the NCEP Gridpoint Statistical
Interpolation (GSl) code. The GSl is constantly changing, with a new version being
released approximately every two months. CIRA researchers will insure that the latest
version of GSl is available and ported to jet. CIRA researchers will also investigate the
feasibility of enhancing and optimizing the GSI and, if feasible, do the enhancements
and/or optimizations. Finally, CIRA researchers will also continue to develop and
improve the WRF Portal, the graphical front end to the WRF NMM and ARW model.
Specifically, they will generalize WRF Portals work flow management to support a wider
variety of WRF tasks, they will develop an integrated Java workflow manager to support
runs on systems that don't have Ruby workflow manager installed, and they will improve
the WRF Portal's visualization capabilities.

b) CIRA researchers would continue developing the computer science aspects of the
Flow-following Finite-volume Icosahedral Model (FIM). As FIM becomes more mature,
emphasis will shift from development to optimization, both scalar and parallel.

c) CIRA researchers would continue their collaborations on the development of
computer software for the parallelization of atmospheric and oceanic weather and
climate models. Collectively, this software suite is known as the Scalable Modeling
System (SMS). CIRA researchers will collaborate with Tom Henderson at NCAR on
adding SMS capabilities to the WRF code.
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d) CIRA researchers would complete the development of Domain Wizard, a Java-
based tool that replaces the existing WRFSI GUI (written in Perl). Domain Wizard
enables users to graphically select and localize a domain for WRF. CIRA researchers
have been in regular meetings with the S| (standard initialization) team at NCAR to
ensure that the tool will be compatible with the newest version of WRF.

e) CIRA researchers will collaborate with ESRL scientists to adapt their codes to the
new Linux cluster to be installed in August and be available to provide design advice
and expertise on a variety of software/web/database technologies for incorporation into
the Lab’s various research endeavors.

2. Research Accomplishments / Highlights:
Objective A:

The GSI code uses MPI2 I/O to enable multiple processors to write simultaneously to a
single file. CIRA researchers are engaged in an ongoing effort to understand how this
use of MPI2 1/O impacts the wijet file system. CIRA researchers continue to fix bugs in
GSI and help meteorologists who encountered problems with GSI.

CIRA researchers developed a Java application called WRF Portal that configures,
runs, and monitors the runs of WRF-NMM and WRF-ARW models on a variety of
computers. WRF Portal also supports 2D visualization and it includes a module called
Domain Wizard that enables the easy selection and localization of domains (and
replaces the legacy WRFSI GUI application). CIRA researchers created the
wrfportal.org website, presented a paper at AMS, co-authored a poster at AMS, and
gave presentations at the 2007 Winter WRF-NMM tutorial as well as at the 8th Annual
WRF User's Workshop (both in Boulder).

Objective B:

CIRA researchers have been an integral part of the team that has brought the FIM code
to a level of maturity where we will soon begin retrospective testing. Specifically, CIRA
researchers have been directly involved in adding GFS physics to FIM. CIRA
researchers took the lead in debugging FIM with GFS physics, most notably finding and
fixing a bug that caused unusually large cooling rates at levels 12 and 14 and minimal
cooling rates at levels above 14. Using the Scalable Modeling System (SMS), CIRA
researchers tuned the output of FIM and enabled the output to occur in parallel to the
computations thus hiding the cost of the output and speeding up FIM by 30% so that
now FIM scales from 120 processors to 240 processors by a factor of 1.95X which is an
efficiency of 98%.

CIRA researchers developed the icosahedral grid generation for FIM. The software for
grid generation consists of three parts: a) procedures that create the reference order, b)
procedures that layout the grid points in desired memory order, and c) procedures that
compute the boundary of the grid points. Several efficient algorithms such as k-d tree
and 2D space filling curve have been developed or adapted. An efficient grid generator
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for an icosahedral grid was implemented. The new software reduces the computation
time from hours to minutes thereby making it possible to generate the grid on fly.

CIRA researchers have created software packages to process the FIM output data. The
software incorporates schemes for spherical linear interpolation, layer model vertical
interpolation, and includes GrADS scripts to produce graphics.

Objective C:

CIRA researchers continue to improve SMS and to assist SMS users with SMS. SMS
support for unstructured grids, newly developed last year by CIRA researchers in
support of the FIM model, continues to be enhanced and optimized.

Objective D:

CIRA researchers developed a Java application called WRF Domain Wizard that is the
GUI for the new WRF Preprocessing System (WPS). WRF Domain Wizard enables
users to choose a region of the Earth to be their domain, re-project that region in a
variety of map projections, create nests using the nest editor, and run the three WPS
programs. CIRA researchers are currently adding two new features: a vertical level
editor, and visualization module that enables users to visualize the NetCDF output.
Objective E:

CIRA researchers helped users get their codes running the newly procured
supercomputer wjet, helped ITS debug wjet, and added the FIM code to the jet
benchmarking suite.

Additional Accomplishments:

CIRA researchers have come up with a preliminary design and will begin development
of OGC compliant web services in July 2007.

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:
Objective A--In progress

Objective B--Successful

Objective C--In Progress

Objective D--Successful

Objective E--Successful

4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators:
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6. Awards/Honors:

Jeff Smith received the Global Systems Division 2006 Web Award for Best New Site
(Java Zone).

Mark Govett and Jeff Smith received the 2007 AMS Poster Award for Use of WRF
Portal to support the Developmental Testbed Center.

7. Outreach:

CIRA researchers created a "Core Java" course and corresponding website called Java
Zone ( http://www-ad.fsl.noaa.gov/ac/javazone/), and taught classes to twenty students
on Java, SQL databases, HTML, web development, and Web services.

8. Publications:

Devenyi, D., T.W. Schlatter, S.G. Benjamin, K.J. Brundage, J.F. Middlecoff, and S.S.
Weygandt, 2007: Adaptations of Gridpoint Statistical Interpolation for the Rapid Refresh
System. 2" CIRES Science Conference, 14 April 2007, Boulder, CO.

Govett, M. and J. Smith, 2007: Use of WRF Portal to support the Developmental
Testbed Center (DTC). 23" International Conference on Interactive Information
Processing Systems for Meteorology,Oceanography, and Hydrology, 15-18 January
2007, San Antonio, TX, Amer. Meteor. Soc.

Lee, J.L., R. Bleck, A.E. MacDonald, J.W. Bao, S.G. Benjamin, J.F. Middlecoff, N.
Wang, and J. Brown, 2007: FIM: A vertically flow-following, finite-volume icosahedral
model. 22" Conference on Weather Analysis and Forecasting/18" Conference on
Numerical Weather Prediction, 24-29 June 2007, Park City, UT, Amer. Meteor. Soc.

Smith, J., M. Govett, and P. McCaslin, 2007: WRF Portal and WRF Domain Wizard.
23" International Conference on Interactive Information Processing Systems for
Meteorology, Oceanography, and Hydrology, 15-18 January 2007, San Antonio, TX,
Amer. Meteor. Soc.

Smith, J., 2007: Java Zone website and 28 Powerpoint presentations on Java, SQL
databases, web development, and Web services. Located at http://www-
ad.fsl.noaa.gov/ac/javazone/

Smith, J. and P. McCaslin, 2007: WRF Domain Wizard: The WPS GUI, 8" Annual WRF
User's Workshop, 15 June 2007, Boulder, CO.
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B. Aviation Systems—Development and Deployment

Project Title: EXC Al (Aviation Initiative) Demonstration

Principal Researcher: Jim Frimel
CIRA Team Members: Young Chun and Lisa Gifford

NOAA Project Goals/Programs: Commerce and Transportation—Support the Nation’s
commerce with information for safe, efficient, and environmentally sound transportation/
Aviation weather

Key Words: Aviation weather, collaborative software tool
1. Long-term Research Objectives and Specific Plans to Achieve Them:

Consistent with the FAA’s Air Traffic Organization’s (ATO) philosophy to review,
upgrade, and create efficiencies in various functions, in January 2006, the National
Weather Service (NWS) Corporate Board agreed to prototype the FXA Al system to
demonstrate a more effective and efficient forecast process to support Air Route Traffic
Control Center (ARTCC) operations.

The FXC Aviation Demonstration was a short-term effort that took place from July
through September of 2006. It was a rapid response development and prototyping
effort with an extremely demanding schedule. This effort was in support of a National
Weather Service (NWS) proposal for transforming the agency’s aviation weather service
program to meet the Federal Aviation Administration (FAA) requirements of reducing
costs and enhancing services. The initiative focuses on services provided by NWS
Center Weather Service Units (CWSU).

The participants in the demonstration were the Leesburg, Virginia Center Weather
Service Unit (CWSU) and the Sterling, Virginia Weather Forecast Office (WFO).
System and server support was from Boulder's ESRL/Global Systems Division. The
purpose of the FXC Aviation Initiative was to demonstrate the capability to perform
collaboration between the Center Weather Service Unit (CWSU) and the Weather
Forecast Office (WFO) to produce new forecast and decision aid products that translate
weather impact on en-route and terminal air operations and that provide common
situational awareness to all prototype participants; additionally to demonstrate the
capability of the WFO to remotely support ARTCC weather information requirements
when the CWSU is unavailable.

2. Research Accomplishments/Highlights:

During the summer of 2006, CIRA researchers in the Global Systems Division’s Aviation
Branch, along with FXC engineers from the Information Systems Branch, concentrated
its efforts on Aviation Initiative development. This development was based on the Earth
System Research Laboratory technologies and services being developed by CIRA
engineers at the Prototyping Aviation Collaborative Effort (PACE) facility at the Fort
Worth ARTCC. For a description of PACE and related FXC Development, refer to the
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FXC TMU project description. The FX-Collaborate (FXC) software, developed at
NOAA's Earth System Research Lab, was the major software system used in the
Aviation Initiative Demonstration.

During this time period, hardware, computer systems, and communication lines were
purchased, configured, and integrated at each of the participating client locations and at
GSD in support of the demonstrations requirements. All systems were configured with
Voice Over IP services using Skype. This provided forecasters and TMU managers
voice services for local and remote weather briefings. Additionally, a 50” plasma display
tied to FXC was configured and installed for the Traffic Manager weather briefings. The
FXC software was enhanced with a new menu configuration capability depending if the
user was the TMU Manager (BriefEE Menu) or the CWSU (BriefER Menu). Also added
was the ability for FXC to support remote procedures. A weather briefing procedure
could now be created by either the CWSU or the WFO forecaster, uploaded to the
server, and then viewed by the TMU Manger. The AWIPS code base was enhanced by
moving the NCWF2 impacted jet routes from the display side to the decoders. The
impacted route information was now being decoded in advance rather than being
rendered on the fly in the display. This greatly improved the speed at which these
products loaded in the display. Additional enhancements to the systems included map
backgrounds local to the Washington DC area ARTCC and in maps in support of the
initiative requirements.

Following is an excerpt from the National Weather Service draft summary:
The FXC Aviation Initiative offered on-demand services, remote briefing capabilities,
new graphical products, and tactical decision aids. Despite some “start-up” connectivity

and server stability issues, remote operations were judged effective by both NWS and
FAA users when communications and technology were functional.

137



: Default Briefing M=

=
4
(5]
@
& |
i
z
o
&
[

Req Sat & Radar

Req Yizible Sat & Lightning
Req Surface Analysiz

Req Radar Mozaic

Req Echa Tops

Req Echa Tops A4 30K
Req PIREF Reguest

Req Surface Farecast
Req lce & Freezing level Forecast
Req Jet Stream

Req Turhulence Farecast

EEEEEEEEEEEEERE

Req Sat & Hurricane Forecast

M
e

1 Showy Bundle —

[ Previous ] [ Load l [ Mext ]

|:| Auto-load Cravell time (sec); |F_;|

Cloze

Fig. 1. View of the remote briefing play list.

138



Fin %ew Opbions Tools Wnlme Chs ROFRHwdrn  Lpper dr Salelibs kwe o Radae Maps Ssinfion  Help

& Leewrgrimary v B mcartcc v vemmmzes v Dlpdpdd K < 3 B O « ~ B

e

i mlmmmmm ¥ T

VLMW Depempen on 85221 18CRLG]T

|.||-n-!||l Trads 1.0k Farscasioel bnpaded S0 cxemg el 16 |? f.hd oF

Fig. 2. View of the FXC Al BriefEE display with map enhancements and impacted DC
Metro departure routes.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

The nature of the Al demonstration was short fused, highly dynamic, and customer
driven. With the demonstration time frame set to end in September 2006, requirements,
plans, and goals were subject to adjustment in order to meet the time line without

interfering with the overall objectives. The demonstration was completed and the
objectives were met.
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4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators:
6. Awards/Honors:

7. Outreach:

8. Publications:

Project Title: EXC VACT (Volcanic Ash Coordination Tool) Project

Principal Researcher: Jim Frimel
CIRA Team Members: Young Chun and Lisa Gifford

NOAA Project Goals / Programs: Weather and Water—Serve society’s needs for
weather and water information / Local forecasts and warnings; Commerce and
Transportation—Support the Nation’s commerce with information for safe, efficient, and
environmentally sound transportation / Aviation weather

Key Words: Volcanic ash advisories, data ingest and display system, collaborative tool

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The FXC VACT project is an experimental client/server based application utilizing the
Internet and is based on the FX-Collaborate (FXC) system architecture. The
participating agencies are currently the National Weather Service Alaska Region
Headquarters (NWSARH), Anchorage Volcanic Ash Advisory Center (VAAC), Alaska
Volcano Observatory (AVO), and the Anchorage Air Route Traffic Control Center,
Center Weather Service Unit (CWSU).

The FX-Collaborate (FXC) software, developed at NOAA's Earth System Research Lab
in the Global Systems Division’s Information Systems Branch, is a major component of
the FXC VACT project. The major system used to acquire, distribute, create and
provide the required data sets for FXC is the AWIPS Linux data ingest and display
system. The FXC and AWIPS software is being tailored, modified, extended,
enhanced, and utilized in the FXC VACT project. The FXC software allows for the
remote access and display of AWIPS data sets over the Internet, a collaboration
capability among participants at physically different locations, and the ability to utilize
tools to aid in discussing forecasts

The FXC VACT project is a research and development effort in direct response to
investigating the collaborative approaches and needs of agencies involved in generating
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Volcanic Ash Advisories. The FXC Volcanic Ash Coordination Tool is being tested at
each of these operational sites to investigate forecaster productivity tools and
collaboration capabilities in response to aviation hazards posed by volcanic eruptions.
The system is designed to help locate and determine the extent and movement of
volcanic ash so that more accurate, timely, consistent, and relevant ash dispersion and
ash fallout watches, warnings, and forecasts can be issued. These watches, warnings,
and forecasts can be disseminated using current approaches and standards (societal
impact statements) but will also be tailored for end user needs in the form of societal
impact graphics (i.e. jet routes or runways turning red when ash is present). Graphics
tailored to aviation needs focus on making the National Airspace System (NAS) safer
and more efficient during a volcanic ash event. Efforts are focused on integrating the
latest advancements in volcanic ash detection and dispersion from the research
community, allowing users to overlay and manipulate this information in real-time;
developing tools to generate end user impact statements and graphics; and
disseminating the impact statements in a timely fashion so that hazard mitigation plans
can be activated.

The VACT system allows users at different sites and with different expertise to
simultaneously view identical displays of volcanic ash and other related data sets (i.e.
shared situational awareness) and collaborate in near real-time. The expertise from all
participating agencies is used in the determination of location, extent, and movement
allowing for forecasts of fallout and dispersion to be consistent and more accurate.
Relevant data on local agency systems and on the Internet can be pulled into the VACT
system during collaborative sessions among the agencies to help in the analysis phase
of an event. Societal impact forecasts can be disseminated faster through the
development of a smart-system, which will automatically center on the area of eruption
and display or highlight all key data sets for the volcanic ash event. Users of the VACT
system aren’t tasked with determining which data is relevant and can focus their
attention on location, extent, dispersion, and societal impact. Societal impact
statements can be disseminated following current standards and practices or by
interactive briefings tailored to meet the needs of the end user (i.e. the public,
emergency managers, FAA, airlines, armed services, state agencies, etc.). All volcanic
ash events are captured and archived to help improve detection and dispersion
methodologies, train new users on VACT functionality, detect and eliminate problems
with multiple agencies collaborating in real-time on volcanic ash events, and improve
dissemination techniques.

2. Research Accomplishments / Highlights:

During the 2006/2007 research year, CIRA engineers at NOAA's Earth System
Research Lab in the Global Systems Division’s Aviation Branch shifted their priorities to
support the FXA Aviation Initiative demonstration during July through September 2006.
Prior to this, FXC VACT systems migration to Red Hat Enterprise 3 and the FXC
software port reached a point where the VACT software was going through integration
testing for the next release.

During the time since June 2006, FXC development has progressed towards a new
revision control system, using subversion, and a new major release and port to java 1.5.
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Airmet and Sigmet displays were added, along with corrections to the sectors
background maps. Enhancements to the FXC VACT software will be inherited from the
work performed on the FXA Aviation Initiative demonstration along with enhancements
from the FXC TMU Project. Additional benefits will be gained through reorganization
and planned improvements to the servers and operating infrastructure environment. It
was agreed to perform the next VACT delivery to include all these enhancements.
Some of these enhancements will include the Voice Over IP Skype configuration and
Remote Procedures framework for interactive briefings with the Traffic Managers. Also,
from the TMU Decision Aid development, there will be a framework to follow to create
Web-based Decision Aids and impact database using Volcanic Ash and convection for
the Alaska Region, along with FXC override capability. This is significant and will
require a major revisit and realignment to the tasking, planning and testing of the code
base and systems. Throughout the year, continued support to the current operation
prototype systems was provided as needed.

In February 2007, the Federal government members of the VACT development team
were awarded the 2006 US Department of Commerce Bronze Medal “ for developing
the Volcanic Ash Collaboration Tool, a new tool which provides forecasting capabilities
during volcanic eruptions and is essential to preventing volcanic ash damage to lives
and property.” The Bronze Medal is the highest honor award that can be granted by the
US Undersecretary of Commerce for Oceans and Atmosphere. The entire project team
is comprised of:

ESRL/GSD Aviation Branch/Development and Deployment Section—Greg Pratt, Lynn
Sherretz, Jim Frimel (CIRA), Young Chun (CIRA), and Chris Masters (Contractor);

NWS Alaska—Tony Hall, Kristine Nelson, Jeffrey Osiensky, Christopher Strager and
Craig Bauer; USGS AVO—Dave Schneider and Rick Wessels

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

The VACT research is highly dynamic, customer driven and relies heavily on customer
feedback. As such, requirements, plans, schedules and goals are subject to change.
Although constrained by these dynamics, the actual accomplishments did meet the
project’s research objectives for the year.

4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators:

Alaska Volcano Observatory, FAA Alaska Center Weather Unit, FAA Anchorage
Weather Service Unit.

6. Awards/Honors:

Based largely on his contributions to the FXC VACT Project, Jim Frimel was awarded
the 2006 Colorado State University Distinguished Administrative Professional Award.
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8. Publications:

Frimel, J. and C.R. Matsumoto, 2007: The Volcanic Ash Coordination Tool (VACT)
Project. CIRA Magazine, Vol. 27, Spring 2007, pp. 18-22.

Project Title: Eederal Aviation Administration (FAA) Prototyping and Aviation
Collaboration (PACE) Effort—Traffic Management Unit (TMU) and FEXC FAA

Project

Principal Researcher: Jim Frimel
CIRA Team Members: Young Chun and Lisa Gifford

NOAA Project Goals / Programs: Weather and Water—Serving society’s needs for
weather and water information / Local forecasts and warnings; Commerce and
Transportation—Support the Nation’s commerce with safe, efficient, and
environmentally sound transportation / Aviation weather

Key Words: Aviation weather, software tools, data products
1. Long-term Research Objectives and Specific Plans to Achieve Them:

PACE is an operational test area located within the Fort Worth Air Route Traffic Control
Center's CWSU for developing innovative science and software technology used to
directly provide weather support for the ARTCC Traffic Management Unit (TMU). A
major goal of PACE is to investigate aviation data sets and forecast products
specifically tailored for the ARTCC air traffic weather forecasting environment among
operational weather forecasting facilities, and to investigate the utilization of
collaborative weather forecasting.

The FAA PACE effort as it relates to CIRA research at NOAA's ESRL GSD is currently
comprised of two separate investigative projects: the TMU project and the FXC FAA
project. This effort was spawned from the necessity to research and investigate
innovative software tools and data products for minimizing adverse weather disruptions
in air traffic operations within the National Airspace System (NAS). Requirements and
needs can be found in the study performed by FAA ARS-100 on “Decision-Based
Weather Needs for the Air Route Traffic Control Center (ARTCC) Traffic Management
Unit”.

The TMU project is the web-based research and development of products available
directly to the Air Traffic Controllers for their evaluation via the Internet. The FXC FAA
project is the research and development of software utilized in the PACE facility for
investigating and demonstrating collaboration and prototyping of aviation specific data
products.
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The TMU project is currently using convective weather products to address the weather
information needs of the TMU relating to weather-related hazards impacting air traffic;
this phase will be followed by icing, turbulence, and ceiling/visibility. Each phase will
address the tactical (0-1 hour) and the strategic (2-6 hour) application of the above
products to help the TMU decision maker in directing air traffic into and out of the
ARTCC airspace. All phases will be subjected to the iterative process of defining,
developing, demonstrating, and evaluating the weather related hazard graphic and its
presentation to Traffic Manager users.

The FX-Collaborate (FXC) software, developed at NOAA's Earth System Research Lab
in the Global Systems Division’s Information Systems Branch, is a major component of
the FXC FAA project. The major system used to acquire, distribute, create and provide
the required data sets for FXC is the AWIPS Linux data ingest and display system. The
FXC and AWIPS software is being tailored, modified, extended, enhanced, and utilized
in the FXC FAA and TMU projects. The FXC software allows for the remote access and
display of AWIPS data sets over the Internet, a collaboration capability among
participants at physically different locations, and the ability to utilize tools to aid in
discussing forecasts. The TMU project relies on the AWIPS system for generating the
content available on the TMU Web site.

2. Research Accomplishments/Highlights:

During the 2006/2007 research year, CIRA staff at NOAA's Earth System Research Lab
in the Global Systems Division’s Aviation Branch concentrated its efforts on the next
Major Release of the FXC TMU software. During this time, the major focus was to
design, develop and implement a suite of systems that would consist of a database to
house tactical decision aids, a web presence to display this content to traffic managers,
and a FXC TMU system capable of overriding the impact information. The FXC TMU
end-to-end capability allows forecasters to edit and override aviation route impacts. The
override information is propagated back through the system and made available to
update AWIPS, FXC, and the TMU Web Content displays. The goal was to create a
“‘demonstration” system to show proof of concept and lead the way towards a working
prototype.

The initial design and structure of the decision aids relational database was populated
with map background information for the ZFW arrival/departures, high-use jet routes,
and TRACON arrival/departure gates. Following were changes to the AWIPS impact
decoders to create impact information based on the NCWF2 data sets that would then
be stored in the database. Work then began on server side processing of the web
content generation and presentation. Houston (ZHU) and Washington (ZDC) ARTCC
map and impact information have been added to the FXC displays but is not a part of
the database.

Some of the Major enhancements to the systems include the following:
--Web content access to Decision Aids RED-Light/Green-Light for Traffic managers.

--Addition of Yellow-Light to above WEB page to show partial impact to airspace.
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--Enhancements to drill down graphics to capture complete arrival/departure corridors
and jet routes.

--Separate departure and arrival corridor drill down images.

--Enhanced line thickness for easier viewing.

--Continue to investigate and improve access performance to database.

--Time matching of WIDA products with other AWIPS products was implemented and
continues to be tested in AWIPS.

--Timing problems between WEB delivery and real-time display systems.

--Created one DGM file per forecast period for editing.

--FXC TMU End-to-End Override Edit capability.

--Major AWIPS enhancements in order to implement all ingest, impact decoding, and
displays for FXC End-to-End functionality.

In addition to developing and designing an FXC End to End capability, the team had
met and reviewed plans for the next generation architecture requirements to support
ASDAD projects. Goals for design were to centralize data requirements for all projects,
allow for the development of clearly defined interfaces from data storage to data display,
reduce maintenance costs, reduce security risks, address machine space, power and
cooling limitations in the GSD computer rooms and provide systems scalability. We are
currently working on a transition plan to take us from our current platforms to the next
generation of systems based on the architecture discussions. In order to address the
requirements, we began exploring virtual machine technology. We had implemented
virtual machines for our AWIPS content generation side. Early tests indicated that
system load limits and performance were not meeting our requirements and further
testing and investigation are needed. In order to centralize and share documentation,
we also implemented a wiki to house and share our internal project and systems
documentation.

A goal of the TMU web site is to consolidate all tactical aviation weather hazards
information into a suite of products for presentation to TMU decision-makers in an easily
understood format (A, GO-NO-GO, approach to air traffic route and flow information).
What is important to understand about the Weather Information Decision Aids (WIDA)
web content page is that it is a complete end-to-end system, not just a simple web
display that provides useful information assisting in tactical and strategic decision
making. It is an extremely complex suit of systems that involves AWIPS, FXC, content
Generation, web services, and database services. This is an end-to-end decision aid
tool centered on the forecaster in the loop concept for helping to keep and create a
more consistent, relevant, and accurate Weather Information Decision Aid (WIDA)
product available for TMU managers. The consistency and power comes from the fact
that all these systems are now tied and share the same data source.

The following is an excerpt from a GSD hot item written by Michael Kraus:
http://www.fsl.noaa.gov/media/hotitems/2007/07 Apr30.html:

Tom Amis, The Meteorologist in Charge at the Fort Worth Center Weather Service Unit
commends ESRL's Tactical Decision Aid for Terminal TRACON Ops Website for aiding
him to direct air traffic during the development of thunderstorms on April 24, 2007. As

he puts it, "Your site [developed by the Aviation Systems Development and Deployment
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section of the Aviation Branch at ESRL's Global Systems Division] was a big hit
yesterday in planning for our traffic management units. By using the forecast data, we
were able to time when we were going to need to shut down arrivals and move traffic
flows to different locations and arrival gates." The WIDA web site was used over 15
times to explain to Operations Supervisors-in-Charge how the thunderstorms were
expected to continue to develop and move through the airspace.

WIDA gave us the visualization capability to effectively communicate a consistent and
relevant weather picture to our customer." The Aviation Branch of ESRL's Global
Systems Division collaborates with the FAA, the National Weather Service, and the
Department of Transportation. These collaborations result in improved weather
forecasting and visualization capability for use by forecasters, air traffic controllers, air
traffic managers, airline dispatchers, and general aviation pilots. This is an example of
how NOAA implements a sophisticated assessment and prediction tool to support
decisions in the aviation sector, fulfilling our mission goal to "Support the Nation's
commerce with information for safe, efficient, and environmentally sound
transportation."

The following sequence of images will show North, South, East, West, ZFW TRACON
Departure Gates Impact Information based on NCWF2 and then Edited Override
information.

Images 3, 4, and 5 show current impact with no Forecaster edits. ZFW TRACON
departure gates are displaying green (no impact) and yellow (partial impact). Images 6,
7, and 8 show the result of a forecaster overriding the impact information by editing all
Departure Gates RED and how such a change in FXC is propagated back for display in
the WIDA Web page used by the TMU Traffic Managers.
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Fig. 3. Forecaster FXC tool showing current ZFW TRACON Departure Gate
impacts with NCWF2.
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Fig. 4 Traffic Manager (WIDA) Web Display showing concurrent Red-
light/Green-light Departure Gate Impact information.
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Fig. 5. Traffic Manager (WIDA) Web Display showing concurrent Drill Down
image Departure Gate Impact Information (Drill Down image is available by
selecting any desired route/time cell within the web page).
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ZFW TRACON Departure Gate impacts with NCWF2.
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Fig. 7. Traffic Manager (WIDA) Web Display showing updated RED OVERIDE
Red-light/Green-light Departure Gate Impact information.
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Fig. 8. Traffic Manager (WIDA) Web Display showing updated RED OVERRIDE
Drill Down image Departure Gate Impact Information (Drill Down image is
available by selecting any desired route/time cell within the web page).

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

The TMU research is highly dynamic, customer driven and relies heavily on customer
feedback. As such, requirements, plans, schedules and goals are subject to change.
Although constrained by these dynamics, the actual accomplishments did meet the
project’s research objectives for the year.

4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators: FAA AWC, NWS CWSU

152



C. Forecast Verification

Project Title: Real-Time Verification System (RTVS)

Principal Researcher: Sean Madine
CIRA Team Members: Melissa Petty and Daniel Schaffer

NOAA Goal / Program: Commerce and Transportation—Support the Nation’s
commerce with information for safe, efficient, and environmentally sound transportation/
Aviation Weather

Key Words: Forecast Verification, Aviation Weather

RTVS Background:

Over the past several years, the FAA Aviation Weather Research Program (AWRP) has
funded the NOAA Earth System Research Laboratory’s Global Systems Division
(ESRL/GSD) (formerly Forecast Systems Laboratory) and its collaborators to develop
the Real-Time Verification System (RTVS). This system, currently operated at GSD,
provides statistics and verification displays in near real-time for aviation forecast
products being created by the Aviation Weather Center (AWC) and the Alaska Aviation
Weather Unit (AAWU), both operational NOAA entities. It also generates statistics for
experimental products that are being transitioned to operations through the Aviation
Weather Technology Transfer (AWTT) process. RTVS makes all of this real-time and
historical information available to operational and research communities through the
Internet.
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Fig. 1. Example of RTVS verification of the Convective SIGMET (C-SIGMET), a
human-generated forecast issued by the NWS/AWC. This is just one of many
forecast and analysis products evaluated by RTVS.
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1. Long-term Research Objectives and Specific Plans to Achieve Them:

The CIRA team working on RTVS will continue to collaborate with ESRL/GSD’s Aviation
Branch in the following areas:

a) Long-term statistical assessment of operational aviation weather products
b) Evaluation of experimental aviation weather products for transition to operations

c) Development of new verification techniques and metrics, particularly for probabilistic
forecasts

d) Application of newly available satellite data for verification of global forecast products

e) Design and development of processing infrastructure to support near real-time
evaluations

2. Research Accomplishments/Highlights:

a) Design and Development of Processing System for Verification of Operational
Icing Forecasts

In support of the operational transition of the Forecast Icing Potential (FIP) product,
developed by the FAA'’s Icing Research Team, CIRA researchers designed and
developed a verification data processing system. The system, which provides valuable
operational performance metrics, produces statistical plots and graphical displays,
available via a powerful web interface, using reports of icing from aircraft pilots
(PIREPs) as observations. NOAA collaborators use this tool to create historical
records of operational icing forecast performance.

b) Design and Development of Processing System for Intercomparison of Convective
Forecasts

Forecasting convection, which significantly impacts air traffic in the National Airspace
System (NAS), is of great interest to the air traffic management community. The CIRA
team participated in the development of a study to determine the performance of mature
convective forecasts, each of which is a candidate for operational use. Beyond the
standard meteorological metrics, other user-based approaches were employed. For
example, the study examined the quality of forecast products available at specific
strategic decision times during the morning hours. This stratification of results allowed
better insight into the performance of the forecasts in support of air traffic management.
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Fig. 2. Example of RTVS verification of a convective forecast product. This display

allows a researcher to examine the qualitative behavior of the forecast. Quantitative
information is also available from the verification system.
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c) Development of a Lead Time Metric for the Terminal Aerodrome Forecast (TAF)

In order to minimize costly weather-related delays, aviation planners require accurate,
precise, and timely information regarding hazardous conditions (Instrument Flight
Rules) in terminal areas. Performance metrics for the Terminal Aerodrome Forecast
(TAF), a critical product for air traffic planning, currently include Probability of Detection
(POD) and False Alarm Ratio (FAR), which provide measures of accuracy and
precision. In response to the need for a performance measure related to the timeliness
of terminal forecasts, CIRA researchers continue to collaborate with NOAA to develop a
lead-time metric for the ceiling and visibility attribute of the Terminal Aerodrome
Forecast (TAF). CIRA researchers have guided the development of a new lead-time
metric. During the development, a number of issues were uncovered that warranted
additional investigation. These included the effect of climatology on the sensitivity of the
metric and possible adjustments to the definition of the forecast.
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Fig. 3. Summary of the variation in TAF lead time by weather category and
forecast issuance hour for three years of forecasts at all major terminal locations
in CONUS.

d) Technology Transfer of Latest Version of RTVS to NWS Headquarters Operational
Group

CIRA researchers are investigating and implementing new ways to deploy upgrades
and new verification capabilities to an RTVS configuration to the NWS Headquarters in

157



Silver Spring, MD. The transfer provides the NWS, through the system housed at the
Telecommunications Gateway Operations Center, with the ability to perform long-term
quality assessments of operational aviation weather products issued from the NWS
Aviation Weather Center. By adapting the RTVS data system interfaces to the
operational standards, CIRA researchers will enhance the ability to deploy verification
capability.

e) Development of a Verification Framework for the Aviation and Modeling
Communities

Driven by the need to effectively integrate verification information and for collaboration
between researchers with different verification code, the CIRA team has developed a
verification framework. Working within the framework, researchers can publish,
retrieve, and integrate information in powerful ways, which include the ability to
incorporate air traffic and other non-meteorological data directly into the verification
analysis. CIRA researchers are currently implementing an initial prototype, geared to
evaluation of strategic air traffic decisions. The resultant system will serve to
demonstrate the value of the approach to sponsors and collaborators.

3. Comparison of Objectives vs. Actual Accomplishments for the Report Period:

--Objective: Analysis and creation of an overall system architecture that will support
RTVS processing needs

Status: In Progress. CIRA researchers have created an initial framework and are
developing a prototype system to demonstrate the concept to sponsors and
collaborators.

--Objective: Research and support for an assessment of the FAA's National Ceiling and
Visibility (NCV) product; research and support for an assessment of the FAA's 6-hour
National Convective Weather Forecast (NCWF-6) product; and research and support for
an assessment of the FAA's Graphical Turbulence Guidance (GTG3) product

Status: On hold. The sponsor of this work, the FAA’s AWRP, has postponed the
evaluation of the products mentioned in the objective. Work will resume when the FAA
initiates the research.

--Objective: Research of strategies for data management of geophysical observations,
diagnostics and forecast products

Status: In Progress. The CIRA team continues to study the evaluation of probabilistic
convective forecasts for the FAA decision makers.

--Objective: Analysis and creation of a lead-time metric for the NWS's Terminal
Aerodrome Forecast (TAF)
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Status: In Progress. CIRA researchers have guided the development of a new lead-time
metric. Work continues to communicate and refine the approach, which will possibly be
adopted as a formal operational metric.

--Objective: Evaluation of satellite imagery for inference-based verification of aviation
products

Status: On hold. The CIRA team performed an initial investigation into satellite-based
products that diagnose volcanic ash in the atmosphere. Work will continue upon FAA
request.

--Objective: Research of operationally-relevant verification measures that incorporate
ASD data

Status: In progress. As part of the prototype development associated with the
verification framework, the CIRA team is integrating air traffic information into the
analysis of the performance of convective forecasts. Results from this effort will be
available during the next fiscal year.

--Objective: Support for operational adaptation of RTVS for deployment

Status: In progress. The CIRA team is creating a data interface for RTVS that will allow
for a more seamless transfer of technology to NWS operations.

4. Leveraging/Payoff:

5. Research Linkages/Partnerships/Collaborators, Communication and Networking:

CIRA researchers in the RTVS group collaborated and/or partnered with the following
organizations during the 2006-2007 fiscal year:

--Federal Aviation Administration (FAA)

--National Weather Service (NWS)

--National Center for Atmospheric Research (NCAR)
--National Center for Environmental Prediction (NCEP)

--Boeing, Phantom Works (Research and Development)
--Cooperative Institute for Research in the Environmental Sciences (CIRES)

6. Awards/Honors:
7. Outreach:
8. Publications:

Kay, M.P., S. Madine, and J. Mahoney, 2006: National convective hazard
detection product. NOAA Technical Report, Forecast Systems Laboratory, Boulder, CO.

159



[Il. Research Collaborations with the GSD Information & Technoloqgy Services

Project Title: Data Systems Group (DSG) Research Activities

Principal Researcher: Christopher MacDermaid
CIRA Team Members: Leslie Ewy, Paul Hamer, Patrick Hildreth, Bob Lipshutz, Glen
Pankow, Richard Ryan, Amenda Stanley, and Jennifer Valdez

NOAA Project Goals / Programs: (1) Weather and Water—Serve society’s needs for
weather and water information / Local forecasts and warnings, Air quality,
Environmental modeling; (2) Commerce and Transportation—Support the Nation’s
commerce with information for safe, efficient, and environmentally sound transportation
/ Aviation weather

Key Words: Data acquisition, data decoding, data formats, observations, transformation

Background:

CIRA researchers in DSG collaborate with the NOAA Global Systems Division (GSD)
scientists and developers to assemble and maintain a state-of-the-art meteorological
data center. The results of this work facilitate the ability of fellow scientists to perform
advanced research in the areas of numerical weather prediction (NWP), application
development, and meteorological analysis and forecasting. Multiple computers operate
in a distributed, event-driven environment known as the Object Data System (ODS) to
acquire, process, store, and distribute conventional and advanced meteorological data.
The services provided by ODS are illustrated in Fig. 1. These services include data
ingest, data transformation, data distribution, system and data monitoring, data saving,
compute services, and on-line storage.
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1. Long-term Research Objectives and Specific Plans to Achieve Them:

Design and development for new and modified data sets are ongoing activities. Use of
ODS applications and methods will expand as legacy translators and product
generation methods are replaced by new, more flexible techniques. Object Oriented
(OO0) software development for point data types will continue.

Design and development will continue toward creating an automated "archive search"
system. This will facilitate the retrieval of data sets for use by researchers studying
interesting weather events.

Development of new metadata handling techniques is ongoing. This facilitates the use
of real-time and archived data sets.

2. Research Accomplishments/Highlights:
DSG's highlights of the past year include:
--Data transformation

--Developed ODS Maritime data decoder to replace legacy software
--Developed a HDF4-to-NetCDF3 conversion application
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--Updated GRIB decoding software for edition 2, including developing
software for table discovery and a template refactoring to allow for the
introduction of new templates without the need for additional software
development

--Updated RAOB decoder

--Updated METAR decoder

--Updated PIREP decoder

--Updated POES BUFR handling

--Updated ACARS decoder to account for a new formula for en(de)coding
the water vapor mixing ratio

--NEXRAD decoding software packaged for distribution with GSD’s Local
Analysis and Prediction System (LAPS) project

--Set up, tested, and debugged a new Facility Data Repository (FDR) server to
save all gridded data files to the Mass Store System, and put it into
production

--Installed and configured collaborative development applications

--TWiki, an open-source collaborative knowledge management tool
--This allows both the Systems Support Group (SSG) and DSG to
edit and track changes to the FICS documentation

--Bugzilla, an open-source issue tracking system for Central Facility

services

--Ruby on Rails, an open-source web framework that will support the

development of new monitoring capabilities
--Developed and put into production a new point data processing system,
enabling the re-purposing of the legacy hardware
--Developed software for the real-time generation of KML files to enable
GoogleEarth display of global satellite images and LAPS data sets
--Real-Time Verification System (RTVS)

--Started working with the RTVS group on a proof-of-concept tool that
will lead to a new verification framework

--Acquired several new weather data products from Aviation Weather
Center (AWC), National Center for Atmospheric Research (NCAR), and
the Air Force Weather Agency (AFWA)

--Science on a Sphere® (SOS)

--Configured local GOES systems to generate full-disk products for
GOES-11 and GOES-12

--Configured McIDAS image remapping for a global water vapor product
from AWC

--Implemented new methods and hardware for distributing SOS data to its
many installations

--Meteorological Assimilation Data Ingest System (MADIS)/ RUC Surface Analysis
System (RSAS)

--Participating on the transition team for the transition of MADIS to NWS

operations
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--Added UrbaNet
--UrbaNet is a surface research network involving NOAA's
Air Resources Laboratory (ARL) and the private sector, which is designed to
explore the using integrated commercial and government meteorological
data in forecasting within the complex topology of the urban environment
--MADIS has been established as the mechanism to integrate, quality control
and distribute the UrbaNet mesonet observations in support of homeland
security, emergency management, dispersion modeling, and general
forecasting applications
--Implemented a method to monitor the Cooperative Agency Profiler Dialer systems
--Added new Mesonet data sets
--Maryland Department of Transportation
--Maine Department of Transportation
--Ft. Collins, Colorado Utilities
--Alaska Mesonet
--New Hampshire Department of Transportation
--White Sands Missile Range
--Colorado Avalanche Information Center
--Bridger Teton National Forest Avalanche Center
--New Jersey Weather and Climate Network
--National Estuarine Research Reserve System

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:
--Goal: Acquisition of Meteorological Data

Continue acquisition of a large variety and volume of conventional (operational) and
advanced (experimental) meteorological observations in real-time. The ingested data,
which are used by CIRA and GSD researchers on a wide variety of projects,
encompass almost all available meteorological observations along the Front Range of
Colorado and much of the available data in the entire United States including data from
Canada, Mexico, and some observations from around the world. The richness of this
meteorological database is illustrated by such diverse data sets as advanced automated
aircraft, wind and temperature profiler, satellite imagery and soundings, Global
Positioning System (GPS) moisture, Doppler radar measurements, and hourly surface
observations.

Status: This work is in progress.
--Goal: Data Processing

Scientifically analyze and process data into meteorological products in real-time, and
make them available to CIRA and GSD researchers and systems developers for current
and future research initiatives. The resulting meteorological products cover a broad
range of complexity, from simple plots of surface observations to meteorological
analysis and model prognoses generated by sophisticated mesoscale computer
models.
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Status: This work is in progress.
--Goal: ODS Improvements/Upgrades

Design and development for new and modified data sets continue. Use of ODS
applications and methods will expand as legacy translators and product generation
methods are replaced by the new techniques including OO software development for
point data.

Status: This work is in progress.
--Goal: Metadata Handling

Metadata handling techniques for use with all data sets are planned for implementation
for real-time data processing. An automated system for acquiring and incorporating
metadata is part of this plan. Further work will continue on the interactive interface that
allows for easy query and management of the metadata content. Program interfaces
will be added to allow for secure, controlled data access. Retrospective data
processing and metadata management are slated for incorporation.

Status: This work is in progress.

4. Leveraging/Payoff:

CIRA researchers in DSG collaborate with GSD scientists and developers to assemble
and maintain a state-of-the-art meteorological data center. Data acquired, decoded and
processed by DSG have been vital to the success of MADIS, RTVS, and GSD's X-
window workstation (FX-Net). Some of the NOAA projects using this data center are
listed below.

MADIS - MADIS is dedicated to making value-added meteorological observations
available from GSD for the purpose of improving weather forecasting, by providing
support for data assimilation, NWP, and other hydrometeorological applications.

RTVS - Verification is the key to providing reliable information for improving weather
forecasts. As part of GSD's involvement with the Federal Aviation Administration (FAA)
Aviation Weather Research Program (AWRP), the Forecast Verification Branch
develops verification techniques, mainly focusing on aviation weather forecasts and
tools that allow forecasters, researchers, developers, and program leaders to generate
and display statistical information in near real-time using the RTVS.

Developmental Testbed Center (DTC) - The WRF (Weather Research & Forecasting
Model) DTC is a facility where the NWP research and operational communities interact
to accelerate testing and evaluation of new models and techniques for research
applications and operational implementation, without interfering with current operations.
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FX-Net - FX-Net is a meteorological PC workstation that provides access to the basic
display capability of an AWIPS workstation via the Internet. The AWIPS workstation
user interface is emulated very closely. Bandwidth limitations are addressed by using
new data compression techniques along with multithreaded client-side processing and
communication.

RUC - RUC is a high-frequency weather forecast and data assimilation system that
provides short-range numerical weather guidance for general public forecasting as well
as for the special short-term needs of aviation and severe-weather forecasting.

5. Research Linkages/Partnerships/Collaborators, Communication and Networking:

6. Awards/Honors:

7. Outreach:

8. Publications:
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V. Research Collaborations with the GSD Forecast Applications Branch

A. Project Title: Local Analysis and Prediction System (LAPS)

NOAA Project Goals/Programs:

Weather and Water—Serve society’s needs for weather and water information

--Local Warnings and Forecasts

--Weather Water Science, Technology, and Infusion
--Environmental Modeling (for activities #2, 5, 9, and 13)
--Coasts, Estuaries, and Oceans (for activity #3)
--Hydrology (for activity #13)

Commerce and Transportation—Support the Nation’s commerce with information for
safe, efficient, and environmentally sound transportation (for activity #8)
--Surface Weather (for activities #7 and 10)

Key Words: Local Analysis and Prediction, High Resolution Modeling

LAPS / WRE Improvements

Participating CIRA Scientists: Steve Albers and Chris Anderson
1. Long-term Research Objectives and Specific Plans to Achieve Them:

The Local Analysis and Prediction System (LAPS) integrates data from virtually every
meteorological observation system into a very high-resolution gridded framework
centered on a forecast office's domain of responsibility. Thus, the data from local
mesonetworks of surface observing systems, Doppler radars, satellites, wind and
temperature (RASS) profilers (404 and boundary-layer 915 MHz), radiometric profilers,
as well as aircraft are incorporated every hour into a three-dimensional grid covering a
1040km by 1240km area. LAPS has analysis and prediction components. The
prediction component is being configured using the RAMS, MM5, WRF, and ETA
models. Any or all of these models, usually being initialized with LAPS analyses, are
run to provide short-term forecasts. Ensemble forecasts using multiple models and
initialization methods, with verification are also produced.

LAPS is run in real-time at ESRL/GSD for a domain centered on the Denver, CO
Weather Forecast Office. LAPS has also been ported to many locations, including
universities such as Univ. of Oklahoma ("OLAPS"), and Univ. of North Dakota. LAPS is
running on-site at each National Weather Service Forecast Office (WFO) as an integral
part of AWIPS. LAPS software is also being implemented at various U.S. government
agencies such as Federal Highways Administration (MDSS), Range Standardization
and Automation (RSA) at the U.S. Space Centers, National Ocean Service, U.S. Forest
Service, and for international government weather bureaus such as China, Italy,
Taiwan, Thailand, and Korea.
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Research objectives related to LAPS continues to be the improvement and
enhancement of the system in providing real-time, three-dimensional, local-scale
analyses and short-range forecasts for domestic and foreign operational weather
offices, facilities, and aviation and other field operations.

2. Research Accomplishments/Highlights:

Improvements were made in the Local Analysis and Prediction System (LAPS) to
analyze observations from new types of instruments and new data formats, thus
expanding the envelope of meteorological data environments that we can operate in
with our ever growing set of users. It is worth noting that LAPS and WRF improvements
frequently have cross-cutting benefits that leverage towards many of the supported
research projects (both within and external to NOAA) described later in this report.
Funding has materialized for certain projects since the Statement of Work was
formulated; LAPS improvements benefiting these projects are included in this section.

LAPS Observational Data Sets

Improvements were made in LAPS to analyze observations from new types of
instruments and new data formats, thus expanding the envelope of meteorological data
environments that we can operate in with our ever growing set of users. These
improvements are detailed below for surface and upper air observations.

Surface Observations

Support was added so LAPS can now ingest urban mesonet (MADIS Urbanet) data to
facilitate high resolution analyses. Initial changes were made to read soil moisture from
meteorological towers into the surface observation database. Quality control was
improved for surface maritime observations, including sea surface temperature. A
surface observation blacklist update was supplied by the Wichita WFO and will filter out
many additional suspect observations, winds particularly. The observation blacklist was
also updated for better QC of the surface winds.

Upper Air Observations

Profiler and RASS ingest software was modified so that we can more easily specify the
use of MADIS boundary layer profilers via namelist, and we now have better results
when processing MADIS profilers. This software was also reorganized with improved
error handling and specification of output file unit numbers. The error handling for
profiler/RASS NetCDF reads was improved by rearranging the if-then-else blocks. This
should prevent memory overwrites by skipping the variable read when the variable
doesn't exist. Boundary layer profiler/RASS ingest was made more robust in sorting out
valid data reports from various times. SODAR ingest was flipped to read data in the
normal convention from lower to higher levels. These improvements are benefiting
various runs such as RSA range data ingest.
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Aircraft ingest of automated TAMDAR observations were turned on since they have now
been validated in ESRL studies. Quality control of aircraft observation altitude was
improved.

In the sounding ingest program, we added a new top level driver routine that splits off
the access of global parameters to help with the "one executable" version of LAPS.
RAOB ingest was streamlined to run more efficiently on large domains.

A fix was made for the observation reader and converter that FAB colleague Yuanfu Xie
has written so that it can simultaneously read wind and temperature observations. This
benefits the Gridded Statistical Interpolation (GSI) and potentially the Homeland
Security (DHS) projects. Several library subroutines are being generalized to help with
the converter software. Various ingest software programs were modified to better
manage log file size for large domains.

Surface Analysis

Changes were made to the surface analysis to be more compatible with a one-
executable version of LAPS, particularly in the top-level routines.

Allowable background dewpoint values were reduced to 70K as these can be returned
by the 'make_td' routine when the model background (LGA) process generates LGB
files. This will allow the surface dewpoint analysis to read in the background AVN/GFS
field more reliably, albeit with some of the low dewpoint values present. The acquisition
of first guess fields at the 700mb and 500mb levels was corrected so that it dynamically
picks the appropriate levels to use regardless of the layout of the vertical grid. These
fields are used to help constrain the surface analysis.

The analysis now reads in separate grid spacings for the X and Y directions to improve
results with a 'latlon' grid. We added code to use a more efficient bilinear interpolation
for the surface analysis verification and for other grid to station interpolation. This is an
important consideration for the LAPS run time in large area or global domains, allowing
an order of magnitude improvement for the surface analysis package. Roughly another
factor of five speed improvement was obtained from rearranging a less critical
background weights routine.

Units were corrected within the surface dependent data wind verification. Observation
capacity was increased in logging and verification formatting.

Space-Time Mesoscale Analysis System (STMAS)

We continued to maintain several STMAS analysis runs of which some are operational
and some are experimental. This included setting up both primary and backup STMAS
analyses (along with web products) on separate machines to improve reliability for our
MIT/LL collaborators. We entertained a visit from Jonathan Hurst of MIT/LL to assist
him in STMAS/LAPS software installation on-site at LL.
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Radar Processing

We have worked towards more efficiency and other functional improvements for radar
remapping and mosaicing, described in detail as follows.

An Initial version (1.0) of ODS software from ITS to generate polar NetCDF Nexrad
radar files was added to LAPS. This is designed to work with either Archive-Il radar
data files or a live radar LDM feed. This provides the front end executables that other
LAPS scripts can operate with to provide an end-to-end capability for Nexrad
processing.

Scripts that drive the Archive-Il to NetCDF converter were made more robust and
flexible for both real-time and case study runs. For example, the script that processes
Archive-Il radar data has new error checking and more flexible handling of naming with
'"TarNexrad2NetCDF' and related executables. The LAPS sample real-time cron file
now has commands/instructions that show users how to run the Archive-Il processing.
We also have a new domain radar list generator in place that runs during the
localization.

Radar polar-to-cartesian remapping code has a new error check for the number of
radials. The remapping was further generalized towards the goal of accepting data with
number of gates and gate spacings that differ from our standard WSR-88D datasets.
This should benefit the LAPS implementation at the Finnish Meteorological Institute
(FMI). The data compression for wideband (Level-Il) radar data was reworked to use
more integer arithmetic so it can give accurate results with high-resolution domains. We
also use double precision trigonometric functions such as 'dcosd' to help make the
compression more reliable on various platforms.

Quality control was improved in the 5km resolution regime. Radar data analysis in the
vertical dimension now has improved gap filling capabilities between successive tilts.
Memory allocation was also streamlined.

In the radar mosaicing program, we reworked the looping strategy to allow a future
memory saving option of rereading each radar individually. This program was also
improved to more gracefully handle cases with missing radar data.

In support of the climate research collaboration "carbon run", the number of wideband
radars that can be processed is being increased (in a 21 level LAPS grid) from about 20
radars to about 50.

Wind/Temperature Analyses

Further changes were made to the wind analysis to be more compatible with a one-
executable version of LAPS, particularly in the top-level routines. For example, the
main program now allocates the 3-D wind arrays and passes them into the processing
subroutines. We also pass global parameters such as 'ilaps_cycle_time' into the
processing routines.
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Array naming in the modified Barnes analysis routine was reworked to allow the input of
ensemble generated background error (collaborating with Okyeon Kim and Chungu Lu).
This is now the strategy instead of an earlier idea to output analysis error. The wind
and temperature analyses (as well as the surface analysis) were reorganized to
facilitate data flow of the background weight arrays.

Analysis time variables are now passed among wind analysis subroutines in a more
unified way. Loop structure was modified slightly to help improve analysis efficiency.
Error handling was improved in the wind analysis when reading aircraft observations.

Separate weighting has been added for | and J directions to allow future flexibility with
non-conformal grids (such as LAT/LON). So far, this is set up just for the wind analysis.
This includes some compensation that prevents the horizontal weighting scaling factor
from being applied twice. A new routine was added to calculate grid spacing separately
in the X and Y directions to help the wind analysis work with a LAT/LON grid. We now
bypass the omega calculation and set it to missing if we're using a LAT/LON grid; thus
we at least get output for the more widely used U and V fields. Efficiency was improved
for the map factor 'get_sigma' subroutine used in divergence calculations.

We improved the radar subsampling options allowing the wind analysis to run more
efficiently on high resolution domains. The subsampling strategy thus allows for a
greater number of multiple-Doppler radial velocity observations being fed into the wind
analysis. One of these options filters the single-Doppler radar obs using a 5x5 window
instead of a 3x3 window to pare them down better. Future changes are envisioned that
would allow superobs to be constructed from the radar data. The wind analysis now
handles cases where the number of Doppler radars exceeds the number of LAPS
levels.

A capability was added to analyze single level soundings/towers from the SND
intermediate file that should help with the Finnish Meteorological Institute (FMI)
database. Wind profile instrument error is now read in by the profile data access routine
while the handling of wind profiler surface observations was improved. A new wind
observation library was created to allow more widespread use of these routines in the
observation converter program for GSI, WRF/DHS, and related endeavors. Wind
analysis post- processing routines were added to this library area to allow GSI and other
software to utilize them.

Verification of independent observations has been set up in the wind analysis software
to compare withheld observations (e.g. RAOBs) to the analysis. This will help in a
collaborative research effort with Ok-Yeon Kim and Chungu Lu with an eye towards a
journal publication of ensemble background weighting techniques. Wind verification
reporting was improved for large domains. The wind verification statistics text output is
now more user friendly.

The temperature analysis software was refined and optimized so that it can run on large
global domains with many observations. Theta checking calculations are now done in a
more efficient way to help with global LAPS runs. Mixing ratio handing was made more
efficient and straightforward in the hypsometric equation for the hydrostatic integration
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that generates the height field. Calls were added to a new temperature verification
routine that includes statistics partitioned by data type. So far, dependent observation
innovations are being compared to the background and analysis. Initial changes were
made to allow withholding of RAOB data in such a way that they can be used for
independent temperature data verification.

Stability Indices

We collaborated with Brent Shaw of Weather News Inc. (WNI) to be able to handle
terrain above 500mb (e.g. the Himalayas) in the calculation of stability indices.

Cloud / Precipitation Analyses

Software was updated and reorganized to help pave the way to improving the loop
efficiency when analyzing the in-situ cloud observations (e.g. METARSs). For example,
analyzing the differences of cloud fraction from level to level instead of the total cloud
cover runs more quickly. New double precision calculations were added to assist in this
transition. It is anticipated these strategies will greatly speed up the cloud analysis on
large regional or global domains. Related changes include the ability to withhold radar
data from the analysis if needed for testing.

The 'maxlut’ parameter was increased from 700 to 1400 allowing for larger domains
(with visible satellite normalization). Several cloud and radar related vertical velocity
scaling parameters were added to the user definable namelist instead of being hard
coded to aid in running LAPS hot-start experiments. The radar cloud-omega bogusing
routine was reworked slightly so that the random number small-scale structure
generation will now give the same results when rerun at a given analysis time. Logging
of precipitation type verification information was improved to facilitate studies of surface
precipitation type as a function of temperature, dewpoint, and elevation.

General Software Improvements & Portability

LAPS documentation (including software comments), logging, software organization,
reliability, and error checking were improved. Module diagrams were updated. Obsolete
software was removed. Several library and ingest routines were reworked to avoid
unnecessarily repeating the same calculations, including the removal of subroutine calls
from inside FORTRAN DO loops, thus improving runtime efficiency. Software was
streamlined and made more portable to run on various platforms, including 64-bit
machines. Scheduling and LAPS localization scripts now run more flexibly on our EJET
Linux cluster. Other software was modified to run better with the compiler on EJET.
Scripts that summarize what data got into the LAPS analyses were improved.

Routines that do vertical interpolation were made more efficient. Standard temperature
conversion routines were implemented more widely within LAPS.

We continue to maintain regular LAPS software builds on various platforms including

posts to our website. LAPS Makefiles and build scripts were revised to improve
reliability on various platforms. LAPS build scripts were further optimized for PBS
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systems. Software build scripts were recast so that they are able to work (with both
architectures) in the new JET firewall environment. LAPS execution scripts were made
more flexible to enable web based localization. Scripts were added and improved that
access and pre-process raw data for case reruns from the Mass Store. Cronfile
generation scripts were updated and made more general. Library subroutine
'get_systime' is now equipped with an environment variable override of the file based
LAPS systime time. Collaborating with Linda Wharton, we updated some C system
timing code to keep current with new C compilers.

Removed includes of 'lapsparms.cmn' in several library and other routines so that
namelist variables are now accessed via subroutines. This makes the software more
transparent with respect to ongoing changes in parameter naming and handling. Some
parameters are being made more dynamic to help in this reorganization. The GRIB2
library and the related LAPS2GRIB program are now more complete in the software
repository.

LAPS Implementation

We coordinated a transition of our operational "ROC" LAPS run from a 10-km to a 5-km
resolution. We managed LAPS software builds and releases to our website. We also
fielded a number of inquiries from both funded and non-funded users about LAPS
software and installation.

As part of a collaboration with Isidora Jankov, further testing and development was
done on a global LAPS analysis called "GLAPS". LAPS software was updated so it can
localize and display domains using a cylindrical equidistant (lat/lon) projection that can
allow full coverage over the globe (unlike the gaps near the poles in the previously used
Mercator projection). Related updates for more general grid projections were made in
various analysis library routines. Examples of these include grid spacing and projection
rotation calculations. Routines were made more generic in that they can handle the
cylindrical equidistant grid where the grid spacing varies between X and Y directions.
They have been implemented to a sufficient extent to allow a switch in our operational
GLAPS run to the cylindrical projection grid covering the entire earth including the poles
(Fig. 1). Numerous efficiency improvements were made to allow better runtimes on
domains such as this covering a large area with many grid points. We are now
generating analyses of (unbalanced) 3-D state variables on a 21-km cylindrical grid.
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Fig 1. Analyzed surface "skin" temperature on a GLAPS 21-km global domain. Over
the oceans, this represents sea surface temperature while over land we see the ground
temperature.

Improved GLAPS hourly analysis graphics are being posted to our website and the
21km run is feeding real-time output to Science on a Sphere® (SOS).

GLAPS localization output on an experimental 15km grid has been fed to the FIM model
development team that they are in turn interpolating to provide topography and related
static grids. Preliminary changes were made to the domain localization software
towards the goal of generalizing it enough to set up an icosahedral grid. GLAPS
topography images are being given to Paul Hamer of ITS and Paula McCaslin of GSD
for import into Google Earth.

WWW LAPS Interface

Scripts were adjusted so that LAPS analysis graphics can be generated behind the new
JET firewall. Purging of web products was optimized and products were made more
robust when working on various local file systems. The export version of our "on-the-
fly" web page interface was updated from our latest in-house scripts. A slight
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modification was made to the questions asked for plotting satellite data to allow an
easier interface with the "on-the-fly" web page. Changes were begun to support the
specification of a reference point when zooming in. Station plot legibility was improved
when zooming into an area with high station density.

The sense of plan view difference fields was reversed to be consistent with vertical
cross-sections. This helps with comparisons of analysis minus background fields.
Difference field labeling was improved while plot labeling was updated to reflect our
ESRL affiliation. Plan views of balanced height were adjusted so that they now work.
We added image capability for THETA plots and set surface U/V images to have a fixed
color table. Support of plan view specific humidity image plots was added along with
specific humidity background/forecast plots. Preliminary changes were made to add
plots of forecast surface precipitation type. Observation plots now distinguish data type
better.

Cross-sections were added for background/forecast potential temperature and balanced
height. Cross-sections were corrected for background and forecast height. We fixed
time labels for analyzed height cross-sections. Cross-section plots are now being
displayed at higher horizontal resolution. Radar reflectivity cross-sections for individual
radars were improved to use the current vertical gap filling routines. Sounding plots
now support surface forecast data and were made more legible.

Various image color tables were improved. The temperature color table was updated to
delineate colder regions better. Web plots for CAPE now have a better color table. A
new color table was added for greenness fraction plots. The omega colorbar range for
small grid spacings was further increased. Static color bar intervals are now used for U
& V image plots to help with inter-comparisons between analysis runs. We now allow
larger domains to have 20 shades instead of 10 for cloud cover plots.

County, state, and continental boundaries can now all be turned off (if desired) via
namelist settings. Plotting labels were cleaned up and improved. Labeling was
improved for resolutions finer than 1-km. Image plots will now work better on some of
our small fire weather domains.

Mesoscale NWP Model Initialization and Evaluation

We (SA and CJ) collaborated with Isidora Jankov to add a lapse rate correction into our
model initialization modules. The correction was needed as a temporary fix to a bug
found in LAPS balance package. The bug created large, super-adiabatic lapse rates in
the initial condition for mesoscale models. The correction located such layers and
modified the thermal stratification to a neutral state. Although the LAPS balance
package bug has been fixed, the lapse rate correction has been retained as a general
sanity check for all data sources used to initialize mesoscale models.

We participated in drafting a journal article that describes the LAPS diabatic
initialization. Chris Anderson provided a suite of experimental LAPS analysis to
determine various parameter settings for the LAPS analysis. The primary results were
that (1) the vertical velocity should be scaled such that a 10-km deep updraft would
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have a 10 m/s maximum vertical velocity for mesoscale models with 1-km grid point
spacing; (2) the hydrometeor concentration should be scaled such that the scaling
factor is unity for mesoscale models with 500-m grid point spacing; (3) it is justifiable to
specify cloud liquid and cloud ice concentrations and to ignore rain, snow, and graupel
concentrations in the LAPS analysis used as an initial condition to a mesoscale model;
and (4) the LAPS analysis provides an initial condition from which thunderstorms can
persist for many hours into the mesoscale model forecast. The LAPS group is working
together to submit this paper by the end of summer 2007.

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.
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Range Standardization and Automation (RSA) Project

Participating CIRA Scientists: Chris Anderson and Steve Albers
1. Long-term Research Objectives and Specific Plans to Achieve Them:

In early 2000s, the Air Force initiated the RSA program to modernize and standardize
the command and control infrastructure of the two US Space Launch facilities (ranges)
located at Vandenberg AFB, California and Cape Canaveral Air Station, Florida. In
cooperation with Lockheed Martin Mission Systems staff serving as system integrator,
ESRL/GSD developed and installed an integrated local data assimilation and
forecasting system at the Western and Eastern Ranges with capabilities to incorporate
local meteorological sensor data. Upgrades, enhancements and maintenance to the
system continues.
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2. Research Accomplishments/Highlights:

We continued to maintain LAPS analysis and MM5 forecast runs on our shadow cluster
in support of Range operations. We provided support to help Lockheed Martin test their
interface to sea surface temperature data for the model lower boundary condition. The
procedure involves an ftp process; however, ftp is not supported on the clusters at the
Ranges due to security concerns. It is unclear whether the procedures we have
developed will be implemented, though one is running on our shadow cluster as a test
of concept for the Ranges.

Preliminary tower soil moisture ingest changes were incorporated into LAPS. The goal
is to include just the soil moisture observations from range tower data in the surface
observation database.

Working with RSA contractors Lockheed-Martin and ACTA, we are characterizing and
improving the completeness of the local range data being used in the LAPS analyses.
Areas of focus include boundary layer profiler winds, RASS temperature profile
availability and quality control, data from NEXRAD Level-lll radars, SODARs, and
NOAA buoys. A script for tarring up LAPS hourly data at the ranges was developed to
assist in trouble shooting these and other issues.

We participated in discussions with the RSA participants about handling of terrain on
the different resolution nests. We supported a desire voiced by ACTA to improve the
high-resolution (inner-most) nest forecast within the first 2-3 forecast hours. Three
solutions were presented in a teleconference that included ACTA staff and Lockheed
Martin managers. The solution for which it is feasible to implement within the time
frame of the contract has been implemented on our shadow cluster. Evaluation by
ACTA and implementation at the Ranges will proceed as directed by Lockheed Martin
managers.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.
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Coastal Storms Initiative

We received no requests for support during the past year.

WINDPADS (Precision Airdrop)

NOAA/CIRA funding was unavailable for work during this period.

Taiwan Central Weather Bureau (CWB)

Participating CIRA Scientists: Steve Albers, Chris Anderson, and Ed Szoke
1. Long-term Research Objectives and Specific Plans to Achieve Them:
See LAPS/WRF Improvements under previous section

2. Research Accomplishments/Highlights:

We continued to maintain LAPS builds and Taiwan centered domains running on FAB
branch machines, JET, and a machine at the CWB in Taiwan. This includes a
reference run on EJET for comparing GSI with the "regular" LAPS analysis.

New temperature analysis software is being organized into a library that can be easily
utilized by the LAPS to GSl interface. Velocity de-aliasing software issues are being
discussed with Dr. Shiow-Ming Deng of the CWB and he is working with us to improve
the software. Documentation and organization were improved for the radar vertical
velocity algorithm contributed by Dr. Adan Teng of the CWB. Working with Wen-ho
Huang, we moved some of the LAPS runs at the CWB over to a new platform. We are
collaborating with the CWB to feed real-time full-disk MTSAT IR imagery to GSD for use
in global animated satellite mosaics with Science on a Sphere®. We did some training
activities for a couple of forecasters in early December. A LAPS project update was
presented to visiting CWB officials in June.

A higher resolution WRF domain has been designed. Side-by-side runs of the coarse
and higher-resolution forecasts are planned during the next year.

3. Comparison of Objectives Vs Actual Accomplishments for Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.

4. Leveraging/Payoff:
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5. Research Linkages/Partnerships:
6. Awards/Honors:
7. Outreach:

8. Publications:

AWIPS Support to the NWS

Participating CIRA Researchers: Ed Szoke and Steve Albers
a) AWIPS/LAPS

We continue a long-term effort to have LAPS software running in the National Weather
Service WFQO's (on AWIPS) for evaluation and use by operational forecasters. The
LAPS software is being periodically updated within successive AWIPS builds in order to
use our latest analyses. We continue to support and monitor a shadow run that helps
us ensure that the LAPS software is ready for AWIPS releases.

We also continue to work informally with several WFOs to support their on-site
implementations of LAPS analyses that are somewhat external to AWIPS. This
includes locations such as Norman, Kansas City, Wichita, and Miami. A surface
observation blacklist update was supplied by the Wichita WFO and will filter out many
additional suspect observations, winds particularly. Our observation blacklist was also
modified to include a station mentioned by the Goodland, Kansas WFO.

b) EFF Activities

We continued our interaction with the local National Weather Service (NWS) Weather
Forecast Office (WFO) in Boulder, located within the David Skaggs Research Center.
This involves GSD staff working some forecast shifts, as well as involvement in some
cooperative projects. An ongoing project has been running a local model, the MM5,
initialized in a hot-start configuration with LAPS, out to 24 h four times a day. The
model is run at GSD and the output sent to the Boulder WFO for display on their
AWIPS, where we are then able to get subjective feedback from the forecasters. We
also participated in a presentation at UCAR/COMET for the Second Mountain Weather
Course (4 - 8 December 2006) organized by Environment Canada and the
Meteorological Service of Canada (MSC).

Cooperative projects with the Boulder WFO included two conference papers and
presentations—one a review of the Denver Cyclone and non-supercell tornadogenesis
associated with the feature for the 23rd AMS Conference on Severe Local Storms, held
in St. Louis in November. The other was an examination of two high-resolution
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experimental models being run by NOAA/NCEP, for the 22nd Conference on Weather
Analysis and Forecasting/18th Conference on Numerical Weather Prediction held in
Park City, Utah in June 2007.

CIRA researchers continue to give GSD weather briefings several times per month.
During this past year, one of the Boulder WFO forecasters also participated and gave a
couple of weather briefings. Guest briefings were given in July/August by some of the
students working on various ESRL projects during the summer.

c) D3D Activities

Although formal funding for D3D has been absent for over two years, we continue to get
occasional questions from NWS WFO forecasters and others that are interested in
running the software. Where possible we provide very limited support in addressing
these questions, but it is apparent that interest does remain in 3D viewing of
atmospheric data operationally.

Federal Highways Road Weather Modeling

(Additional NOAA Mission Goal to Support the Nation’s Commerce with Information for
Safe, Efficient, and Environmentally Sound Transportation / Surface weather)

The Maintenance Decision Support System (MDSS) is a project sponsored by the
Federal Highways Administration. The goal of this project is to create a decision
support software package to help winter road maintenance personnel decide how to
best respond to weather problems on highways. MDSS takes automated weather
observations and forecasts and runs pavement conditions models to suggest an
optimum combination of plowing and chemical applications, and recommends the time
to make these treatments.

NOAA/CIRA funding was unavailable for work during this period.

IHOP

Participating CIRA Scientists: Chris Anderson and Steve Albers

The primary case used to illustrate and test the LAPS diabatic initialization in the journal
paper described above (Section 1 - bottom) is the IHOP Intensive Observing Period on

June 12, 2002. This case is used also to perform an inter-comparison of diabatic
initialization techniques using the LAPS and CAPS methodologies.
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Weather Research and Forecast Model (WRF)

LAPS model initialization activities described in Section 1 have some relevance as WRF
is one of the primary models we are using. Otherwise, specific funding was unavailable
for WRF development efforts this year.

Maintenance Decision Support System Project (MDSS)

(Additional NOAA Mission Goal to Support the Nation’s Commerce with Information for
Safe, Efficient, and Environmentally Sound Transportation / Surface weather)

Please see the above section above on Federal Highways for discussion of MDSS.

LAPS lll Ensemble-based LAPS

Participating CIRA Researcher: Steve Albers

We participated in discussions with PhD student Ok-Yeon Kim, Dan Birkenheuer, and
Chungu Lu about LAPS verification strategies in the wind and temperature analysis in
conjunction with experiments being done with ensemble background error variance
input. Verification statistics for dependent data are now being summarized for
temperature analysis output. An additional control parameter was added to the
temperature analysis that allows RAOB data to be withheld. This can be employed in
using the RAOBSs as independent data verification.

Spaceflight Meteorology Group (SMG)

NOAA/CIRA funding was unavailable for work during this period.
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Hydrometeorological Testbed (HMT)

Participating CIRA Scientists: Steve Albers, Chris Anderson, and Ed Szoke
(collaborating with Isidora Jankov)

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The Hydrometeorological testbed (HMT) is a well-funded, multi-year project
(hmt.noaa.gov) designed to improve the use of research quality observations and
modeling in operational forecasts of precipitation and streamflow. The funding
materialized after the CIRA statement of work was drafted. The first large field
campaign was held December 2005 to March 2006 in the American River Basin (ARB)
of the Central Sierra Mountains (Fig. 2). CIRA staff in the Forecast Applications Branch
(FAB) are an integral part of ESRL/GSD’s effort to provide high-resolution model
analyses and forecasts in support of field operations and NWS operational forecasting.

HMT-WEST 2005-2006: Basin Scale Domain
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Fig 2. Basin-scale map of the first full-scale deployment of HMT-West 2006;
successfully conducted December 2005 - March 2006.
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2. Research Accomplishments/Highlights:
LAPS Analysis

The HMT/LAPS analyses (laps.noaa.gov) are used to create web graphics for
nowcasting, and they provide gridded initial conditions for experimental numerical
weather prediction models we are running in support of NWS weather forecast office
and river forecast center operations. The analysis software assimilates a wide variety of
in-situ and remotely sensed data including GOES satellite and full volume reflectivity
and velocity scans from nine WSR-88D radars. Some experimental observation
systems are assimilated as well, e.g., the 915 MHz profilers deployed in the HMT
domain by ESRL/PSD. We set up and made improvements to several real-time hourly
analysis runs over the American River Basin, two running at 3km resolution (figure 3a)
and a third running at 1km. The surface temperature and wind fields show a wealth of
detail related to the topography and land/sea boundary. In Fig. 3b, we can see where in
the HMT domain the precipitation (both liquid equivalent and snowfall) has accumulated
over the past day, as well as the current location and type of precipitation. This
information is useful for a forecaster who may want to anticipate the evolution of
precipitation over the ARB, located in the center of the domain.
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Fig 3a. LAPS hourly analysis of surface temperature and wind for the HMT
domain.
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Fig 3b. LAPS analysis of 24-hr accumulated precipitation (shaded colors), current
surface precipitation type (green icons), and 24-hr snow accumulation (orange
contours).
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Fig. 4 shows some of the hydrometeor and related fields that are used in the diabatic
"hot-start" process of forecast model initialization. Cloudy and precipitating areas are
dynamically included with upward vertical motion for the initial model forecast time
steps. This type of plot is also useful in assessing the magnitude and depth of terrain
forced upslope flow.

Fig 4. LAPS cross-section of clouds, radar reflectivity and precipitation type
showing mid-level precipitation moving over the California coastal range (left).
The section is oriented perpendicular to the Sierra Nevada mountain range

(right).
Model Forecasts
Forecasts from NWP models are a primary source of guidance to forecasters at forecast

lead teams beyond 6 to 12 hours. NWP efforts for HMT are focused on improving
precipitation forecasts in order to improve the timeliness of flash flood warnings and the
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accuracy of stream and river flow predictions. We have tested the utility of a number of
aspects of NWP models:

--Would NWS forecasters find value in high-resolution forecasts not available from the
national NWP model center?

--Would the NWP model precipitation forecast be improved by ensemble methods?
--Can the NWP ensemble provide reliable probability forecasts of precipitation?

During the 2005-2006 winter field campaign, our goal was to provide a single, high-
resolution NWP forecast for the forecasters in the NWS weather forecast and river
forecast offices. Initial evaluations of the NWP forecast output contained high praise.
Follow-up discussions with NWS forecasters informed the NWP model design. By late
in the 2005-2006 winter field campaign, a single model with 3-km grid point spacing
over a domain of 450-km X 450-km was initialized every three hours (eight times daily),
providing forecasters with precipitation forecasts out to a 30-hour lead time. An
example of NWP model precipitation accumulated through the first 24 hours of the 30-
hour forecast is shown below.
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Fig 5a. Evident in this plot are narrow regions of 24-hour precipitation
accumulation exceeding 200 mm (~7.9 inches).

These narrow regions correspond to peaks in the terrain. This information is not
available in operational forecast models with larger grid point spacing. It is also not
often evident in observations, due in part to the lack of observations at the terrain
peaks. We are currently collaborating with scientists from ESRL/PSD who deployed
radars with the ARB to fill in the gaps for quantitative precipitation estimates with the
goal of determining whether such maxima exist at the terrain peaks.

Gridded observations produced by the California Nevada River Forecast Center are
shown below (Fig. 5b).
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Fig 5b. The gridded observations are produced by sending sparse rain gauge
measurements through an interpolation routine. Thus, the spatial variability of the
model runs, being unsmoothed, is much larger than observed. Nevertheless, the
magnitudes of precipitation are similar. Where the observations show precipitation
exceeding 6.5 inches, the model predicts 7-9".
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The enthusiastic response to high-resolution NWP guidance by NWS forecasters
inspired our efforts to examine whether ensemble methods could improve guidance of
probability of precipitation and precipitation amount. To this end, we designed an
ensemble consisting of multiple NWP models and software to calibrate ensemble output
with observations. A number of NWP models were considered for inclusion in the
ensemble: MM5, WRF-ARW, WRF-NMM, and RAMS. The final mix of models was
determined from a methodology described below (see Ensemble Forecast Mix).

The ensemble NWP model forecasts were implemented for the 2006-2007 winter field
campaign. The ensemble consists of three configurations of the WRF-ARW and one
configuration of the WRF-NMM. The forecast domain is identical to the one used during
the 2005-2006 field campaign. Forecasts are initiated every 6 hours (four times daily).
Ensemble data are generated on ESRL/GSD supercomputers and are delivered to the
NWS weather forecast and river forecast offices via the next generation AWIPS called
ALPS. The forecasters receive 30-hr forecasts of surface and upper-air data, ensemble
average precipitation, and reliable probability of precipitation exceeding certain
thresholds for 6-hr and 24-hr accumulation periods. (A reliable probability forecast is
one for which the event occurs as frequently as predicted. For example, a forecast of
10% for precipitation exceeding 2" is reliable if more than 2" of precipitation occurs
during 10% of the forecasts.) Examples of the precipitation output are provided in Fig. 6.
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Fig 6a. Ensemble average of 6-hr accumulation of precipitation ending at the 18-

hr lead time.
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Fig 6b. Ensemble probability of 6-hr accumulation of precipitation exceeding 0.5"

ending at the 18-hr lead time.
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Fig. 6¢c. Ensemble probability of 6-hr accumulation of precipitation exceeding 1.0"
ending at the 18-hr lead time.

Ensemble Forecast Mix

The experimental ensembles were also used to evaluate a strategy to determine an
optimal mix of forecast models. The results indicated that by intelligently choosing
various parameterization combinations, the accuracy of the ensemble mean and the
range of ensemble forecasts are both improved.

In order to improve QPF, the impact of different initial conditions and various
microphysical schemes and their interactions with different PBL schemes on cold
season, mainly orographically induced rainfall was evaluated. The main focus was on
the improvement of rain volume simulation over the ARB area in California. For this
purpose, high resolution (3-km horizontal grid spacing, and 32 vertical levels) WRF-
ARW model simulations of four HMT events were performed. For each case, four
different microphysical schemes were used: Lin et al. (1983) modified by Rutledge and
Hobbs (1984), Ferrier et al. (2002), WSM6 (Hong et al., 2004) and Thompson et al.
(2004). For each of the four microphysics configurations, two different PBL schemes
were used: the local mixing Eta PBL scheme, often referred to as Mellor-Yamada-Janijic
2.5; Janjic (2001), and the non-local mixing YSU PBL scheme (Noh et al. 2003) as an
improved version of the MRF PBL scheme (Troen and Mahrt 1986). All runs were
initialized with both diabatic the Local Analysis and Prediction System (LAPS) "hot-start"
and 40-km Eta model analyses.
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To quantify the impacts on simulated rain volume due to changes in initial conditions,
microphysics, PBL schemes, as well as due to the interactions between the two
different physical schemes (synergy), the factor separation method (Stein and Alpert,
1993) was used. For this purpose, the model run initialized with the LAPS analysis and
using Lin microphysics and YSU PBL was chosen as the control configuration. By
following the Hamill (1999) resampling method, statistical significance testing of all
results was performed. The factor separation method results indicated that for both
initializations, the largest, negative, and statistically significant impact on simulated rain
volume was due to changes from Lin to Ferrier and to Thompson microphysics. In other
words, the factor separation results pointed toward a statistically significant difference in
performance between Lin and both Ferrier and Thompson microphysical schemes
under these specific conditions. To investigate this in more detail, analyses of
precipitable and cloud water tendencies over the area of interest for the four different
microphysics were performed. The results showed that Lin microphysics had a
tendency to convert all available precipitable water into precipitation, while both Ferrier
and Thompson schemes tended to keep the majority of available precipitable water as
supercooled water or snow. This was especially the case for the Ferrier microphysics.
With regard to WSM6 scheme, its performance was very similar to the performance of
MPL, which explains the lack of statistically significant differences of simulated rain
volume between the two. It is noteworthy that the precipitable and cloud water
tendencies were almost identical for the two different initial conditions. With regard to
changes in initial conditions, by switching from the LAPS to the Eta analysis, the change
in the PBL scheme as well as all corresponding synergistic effects appeared to be
statistically significant.

Furthermore, the factor separation results were used to investigate if the results of the
impact of different initializations and physical schemes on simulated rain volume could
be used to lessen a large bias associated with the "control" configuration simulation.
Using the knowledge about the magnitude and sign of the impact that different physical
schemes and initial conditions had on the simulated rain volume, different combinations
of model runs were created and various objective measures of the model simulations
were calculated. The results showed a decrease in errors for the model combinations
that were judiciously selected. Thus factor separation results were used in design of an
ensemble for QPF for the 2005-2006 HMT field experiment.

WRF model QPF as Input to Hydrological Models

We have collaborated with HMT participants at the National Severe Storms Laboratory
to couple WRF model precipitation forecasts with a hydrological model. Fig. 7 shows
traces of streamflow discharge from the North Fork American River. The multiple purple
traces are produced by providing a single WRF forecast of precipitation as input to the
hydrology model which is then run multiple times with alternative parameter settings.
The WREF forecast of precipitation is the ensemble mean precipitation for the 0-hr to 48-
hr forecast period. The forecast apparently contained an early onset to precipitation.
Nevertheless, the peak discharge rate envelopes the observed rate and most of peaks
in the hydrographs are within 50% of the observed peak. This appears to be a
promising application of WRF ensemble data.
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Fig 7. Hydrograph traces for the North Fork American River that were generated
using WRF ensemble precipitation forecasts as input to a hydrology model.

Daily Forecast Support

CIRA staff provided real-time support to the field experiment in the form of detailed daily
discussions of the precipitation forecast over the testbed. This included participation in
conference calls and posting text forecasts to the HMT website.

An important part of the HMT program, as outlined at
http://www.esrl.noaa.gov/psd/programs/2007/hmt/, is to assess various instrumentation,
including new radar technologies, designed to better measure precipitation and
determine precipitation type. The ultimate goal is to arrive at more accurate quantitative
precipitation estimates (QPE) which, coupled with the advances in high resolution
numerical modeling, can lead to improved hydrologic forecasts and warnings.
Additional observations during events include special radiosonde launches at frequent
intervals to document the characteristics of each storm. All of these special
observations require scientists to be on station for each event, but events might be
widely spaced in time, so the strategy has been to make a forecast of each event and
then staff accordingly, with some of the required staff having to fly in from Boulder as
well as Norman, Oklahoma.
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The general forecast goals are to give as much advance warning of a potential event
(an "Intensive Operational Period" or IOP) as possible, with a go/no go decision needed
usually no less than 24 to 48 hours in advance. The ultimate decision to call an IOP
rests with the Project Director (this position rotating among several scientists within
NOAA), but is of course highly influenced by the forecasters and their confidence in a
potential IOP. A conference call among HMT participants occurs every day during the
program at 1230 local mountain time, with the initial business a forecast discussion,
followed by further discussion and interpretation leading to a decision on a potential
IOP. A written forecast and forecast discussion is also done and posted to the project
webpage (at http://www.esrl.noaa.gov/psd/programs/2007/hmt/) near or shortly after the
conference call. A preliminary version of the forecast discussion is sent to the project
directors at least an hour or so ahead of the conference call for planning purposes.

CIRA staff have been an integral part of a larger forecasting cadre that represents a
cooperative effort between the National Weather Service (NWS) Weather Forecast
Offices (WFO) in the HMT area, which are the Sacramento and Monterey WFOs in
California and the Reno WFO in Nevada, the NOAA California-Nevada River Forecast
Center in Sacramento, and the NOAA National Centers for Environmental Prediction
(NCEP) Heavy Precipitation Branch. During the 2006 HMT exercise, the forecast
discussion during the conference call was led by forecasters at the Sacramento WFO,
with the other participants, including CIRA staff at NOAA in Boulder, free to add to the
discussion at any point. Boulder forecasters were responsible for the written discussion
posted to the website. This year, the decision was made to let the Boulder forecasters
take the lead role during the conference call, though again the forecast discussion
typically involves input from the other participants, particularly when the weather
prediction becomes less certain. Recently, a prototype AWIPS workstation was
installed at the participating WFOs to allow the forecasters there to examine the output
from the special model forecasts being run at GSD for the project. Also, new for this
season has been a more consistent participation by two NOAA forecasters from ESRL's
Physical Sciences Division (formerly the Climate Diagnostics Center), who provide
occasional longer range (2 to 3 week) guidance based on their analyses and
interpretation of model forecasts.

CIRA and other forecasters in Boulder use a variety of information and model forecasts
to make the HMT daily forecast. The standard operational models are found on AWIPS,
but the web offers a look at many other models as well as ensemble model forecasts
from the NCEP Global Forecast System (GFS), as well as a set of ensemble forecasts
from Environment Canada. Analyses of water vapor and other parameters are available
from a number of other sites, with one of the favorites out of the University of Hawaii. A
set of the most often used sites has been compiled onto a web page for the project at
http://laps.fsl.noaa.gov/szoke/DWB/Hydromet_Test Bed fcsthomepage.html. In the
shorter range, of course, the forecasters utilize the various 3 km and ensemble runs
initialized with LAPS and run locally at GSD that are described in this article.
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Conclusion

We have finished the 2006-2007 field experiment over the ARB in California. We look
forward to conducting further analysis of the results and participating in future HMT field
seasons that will cover several locations around the country, each having unique
forecast challenges. Discussions are underway with HMT participants to plan Science
on a Sphere® presentations highlighting HMT related water issues at the California
State Fair that runs during August.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.

4. Leveraging/Payoff:

5. Research Linkages/Partnerships:
6. Awards/Honors:

7. Outreach:

8. Publications:

Albers, S., C.J. Anderson, |. Jankov, and E.J. Szoke, 2007: CIRA contributes to the
Hydrometeorological Testbed. CIRA Magazine, Vol. 27, Spring 2007, pp. 6-11.

Other Research

Participating CIRA Scientists: Steve Albers, Chris Anderson, Randy Collander, and Ed
Szoke

Fire Weather

We set up a new 500-m resolution LAPS analysis over a domain mainly in Boulder
County. This is envisioned to be relocatable in support of fire fighting operations,
particularly with high-resolution wind fields. The analysis utilizes a downscaled RUC
background together with the latest observational data. Graphics plots were developed
to potentially display surface winds generated by the balance package thus showing
terrain effects more accurately.
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A new software and script configuration was developed for LAPS to allow down-scaled
fire forecasts on a high resolution grid having 500m spacing. This includes special
LAPS analysis parameter settings. The 500-m resolution forecast can downscale the
latest NAM or MM5 run into the future. The use of the ETA background allows us to
relocalize the domain anywhere in the continental U.S. if desired and runs in real-time
with each large-scale model forecast cycle.

In summary, we are now running both an analysis and downscaled forecast in real-time
at 500m resolution. A web interface was developed that allows the end user (Redzone
Inc.) to automatically move a fire analysis/forecast domain so that we can quickly
respond to evolving fire situations.

Department of Homeland Security (DHS)

Discussions are underway with DHS and the Air Resources Laboratory (ARL) about
LAPS and WREF runs over the National Capital Region. This includes supplying LAPS
analyses and collaborating in the development of a converter that translates LAPS
observations into WRF format for observation nudging experiments. This is being
developed on GSD computer systems where two real-time LAPS analysis runs were
established at 1.5 and 4.5km resolution covering the National Capital Region. Support
was added so LAPS can now ingest urban mesonet (MADIS Urbanet) data to facilitate
these high resolution analyses.

ATMET/AFTAC

We participated in discussions with ATMET to plan for a version of LAPS that can run
as a single executable (and incorporated as a front-end to RAMS). LAPS software
parameter definitions and input were reworked to be compatible with this version. The
top level routines for the wind analysis and surface analyses were also reworked to
enhance this compatibility. Library modules were added to help interface top level and
lower level subroutines for both the "standard" LAPS and the new single executable
version.

Finnish Meteorological Institute (FMI)

We enjoyed the visit of PhD student Erik Gregow from FMI and discussed a wide range
of topics relating to running LAPS. Test runs were conducted both at GSD and at FMI.
Observations such as surface data, meteorological towers, radars and satellites were
addressed and their handling was improved within LAPS. In support of LAPS
development for FMI, the surface analysis "what-got-in" script should now work better
for the FMI runs. We also discussed the setting up of LAPS output on the FMI website.
Along these lines "lapsplot" now has improved support for metric units and displays
cross-sections at full grid resolution.

TAMDAR
TAMDAR (Tropospheric AMDAR (Aircraft Meteorological Data Relay)) continues to be
an evolving program with good support (the NOAA TAMDAR web page is at
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http://www.crh.noaa.gov/tamdar/, while GSD maintains an AMDAR web site at
http://amdar.noaa.gov/, which includes access to the current TAMDAR data). During
the past year, TAMDAR data continued to be taken from ~50 commercial aircraft
servicing both large and a number of much smaller airports from the Midwest to the
lower Mississippi Valley. The data has been used in real-time by National Weather
Service (NWS) forecasters, with some examples posted on the NOAA TAMDAR web
page. At GSD, one of the major efforts in the evaluation of TAMDAR has been to
determine its impact on forecasts from numerical weather prediction models. Using the
Rapid Update Cycle (RUC) model, the long-term evaluation of TAMDAR impact
continued, using identical versions of the RUC model run with and without TAMDAR.
Both objective and subjective evaluation of the model output has shown that TAMDAR
does indeed have a positive impact on RUC forecasts of wind, temperature, humidity,
and precipitation. Demonstration of the utility of the TAMDAR soundings for forecasting
convection and other weather problems has also continued. A number of conference
papers have been presented during the past year.

Regional Climate Modeling

Chris Anderson developed a modeling system based on WRF that can be used to
perform seasonal to decadal regional simulations of climate. A simple experiment was
conducted to illustrate the use of the system at the Forecast Application Branch review.
The experiment consisted of 60-day simulations of the 1993 Midwestern Flood (June 1 -
July 31) in which one simulation was driven by NCEP/DOE Reanalysis-Il data and
another added a perturbation to the Gulf of Mexico SST to determine the sensitivity of
the flood severity to water vapor transported from above the Gulf of Mexico. The results
showed (1) a widespread increase of precipitation by 50-150 mm; (2) cooler surface
conditions by 5-10 K within and south of the flood region; and (3) a feedback of the
cooler surface conditions into the large-scale circulation.

Hazardous Weather Testbed (HWT)

Collaboration between the Hazardous Weather Testbed and Hydrometeorological
Testbed has been established. Chris Anderson traveled with a group of managers to an
initial brainstorming and meeting session to determine how the two testbeds can work
together to accomplish common goals. A primary developmental priority that was
identified was the need to advance the use of high-resolution forecasts so that they
could be used in an adaptable manner. A pilot test is underway in which a mesoscale
model ensemble forecast designed by Dave Stensrud and Mike Coniglio is being used
to provide initial and boundary conditions to produce a cloudscale model ensemble
forecast.

Our achievements in these other research areas significantly exceed the goals
projected in the statement of work.
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Project Title: Non-LAPS Activities

Forecasting En-Route Turbulence

(Additional NOAA Mission Goal to Support the Nation’s commerce with information for
safe, efficient, and environmentally sound transportation / Aviation weather)

Participating CIRA Researcher: Ed Szoke

Goals set under GSD Forecast Applications Branch research activities to improve
forecasts of clear air turbulence (CAT) through field programs and by developing
diagnostic algorithms centered around two main projects: BAMEX and GTG.

BAMEX studies were not funded.

The GTG turbulence forecasting project was funded at a minimal level. This ongoing
program involved several GSD scientists in a long-term project with NCAR involved in
an effort to evaluate and improve the GTG algorithm. Our involvement focused on
attempting to tune the algorithm based on the overall weather pattern present on a
given day. We were in Year 2 of the multi-year project when funding was cut way back
by the FAA and the GTG project was severely cut back, ending our involvement in the
program at the end of September 2006.

Hourly Precipitation Data Quality Control

Participating CIRA Researcher: Randy Collander

(Additional NOAA Mission Goal to Understand climate variability and change to
enhance society’s ability to plan and respond / Climate observations and analysis)

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Precipitation observations from several thousand sites in the United States, in hourly
and daily resolution, are received by the National Centers for Environmental Prediction
(NCEP) in Washington, D.C. on a daily basis. Much of this data is manually inspected
and quality controlled at the River Forecast Centers (RFC) and other locations before
being disseminated to the National Weather Service (NWS) offices and other users.
The Environmental Modeling Center (EMC) at NCEP desires to have an automated,
objective system for performing a more consistent quality control on the hourly data,
with the expectation that a cleaner data set would be of great value in evaluating current
model predictions as well as input to current numerical weather prediction models. This
quality-control software was completed in late FY04, with refinement in FY05 and FY06
as needed based upon scrutiny during daily manual evaluation and case studies.
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2. Research Accomplishments/Highlights:

In FYQ7, close collaboration with the EMC yielded additional criteria refinement and
successful software test runs were completed in preparation for introduction into daily
operations, expected to occur in the latter part of 2007. The refined criteria were
applied to individual observations and daily totals as well as subjective evaluation of
station performance during the preceding 30 day period. Listings of stations that
passed or failed the criteria were used in the Real Time Verification System (RTVS) of
GSD's Aviation Branch. Several case studies for the Hydrometerological Testbed
project study of extreme rainfall were completed and the results used to identify
weaknesses in the quality control scheme that led to discussion of criteria refinement
(as well as proposed additional tests). The examination includes station reliability
(observations received on a regular basis), anomalous observations (excessive hourly
values or daily sums), stuck gages (reporting the same value for multiple consecutive
hours or pattern of hours) and a neighbor check (comparison to values reported by
nearby stations).

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.

Balloon-borne Atmospheric Sampling

Participating CIRA Researcher: Randy Collander

(Additional NOAA Mission Goal to Understand climate variability and change to
enhance society’s ability to plan and respond / Climate observations and analysis)

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Research activities drawing upon extensive experience with design and implementation
of balloon vehicles and balloon-based instrument payloads advanced in FYOQ7, including
a successful field experiment in October. The AirCore ™ method for obtaining vertical
atmospheric profiles of trace gases designed by scientists in the ESRL Global Modeling
Division (GMD) was exercised in a high-altitude balloon flight. The AirCore ™ consists
of a 250 ft. thin-walled, stainless steel coil of tubing that is open and subsequently fills
with air as the coil is parachuted to the ground. During the descent, a so called "noodle
of air" flows into the tube and maintains a record of gas concentrations at various
altitudes. The Aircore ™ weighs only 16 pounds and can be carried aloft with
inexpensive meteorological balloons conducting up to 25 profiles with essentially
expendable equipment for the price of one high-altitude aircraft sampling flight.
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2. Research Accomplishments/Highlights:

In FY07, a team of NOAA/ ESRL scientists from the Global Monitoring Division (GMD)
and the Global Systems Division (FGSD) completed the third successful stratospheric
balloon flight, testing the AirCore ™ atmospheric gas concentration profile sampler. The
flight was conducted jointly by ESRL and the Edge of Space Science (EOSS) Balloon
Group, a Colorado educational non-profit corporation for promoting science and
education through amateur radio and high-altitude balloon flights. The balloon was
launched and cut down by radio command from the EOSS ground station at Windsor,
CO. with the payload landing some 30 miles away entangled in a power line. The
AirCore ™ was recovered and returned the same day for trace gas analyses at ESRL
laboratories in Boulder. The initial analyses showed that CO2 is not uniformly
distributed through the atmosphere, as has generally been believed. Fig. 8 shows the
profile of CO2 distribution with altitude plotted with temperature. Note in Fig. 9, showing
the CO2 and relative humidity profiles, that AirCore ™ worked well even as it
descended through a cloud (between 8 and 10 km).
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Fig 8. AirCore™ profile of CO2 and air temperature.
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Fig 9. AirCore™ profile of CO2 and air temperature.

ESRL has submitted a patent application for the AirCore™ because of its enormous
potential to obtain numerous profiles of trace gases on a global scale. The AirCore™
could feasibly collect 1000 or more profiles inexpensively on a daily basis around the
world as it can be easily deployed on commercial and private aircraft, from Unmanned
Aircraft System platforms, or carried aloft with small balloons. The AirCore™ team on
the just completed flight consisted of Pieter Tans, Aaron Watson, and Colm Sweeney of
GMD, and Russell Chadwick and Randy Collander of GSD.

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

Our achievements for this project compare favorably with the goals projected in the
statement of work.
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Development of a Multi-Vehicle Atmospheric Trajectory Prediction System

Participating CIRA Researcher: Randy Collander

(Additional NOAA Mission Goal to Understand climate variability and change to
enhance society’s ability to plan and respond / Climate predictions and projections)

1. Long-term Research Objectives and Specific Plans to Achieve Them:

Based on extensive experience in the development and operation of advanced
trajectory models related to the Global Air-ocean In-situ System (GAINS) project, CIRA
proposed to participate with Global Solutions for Science and Learning (GSSL) in the
continuing development of advanced multi-vehicle trajectory models in support of
development and flight operations of a wide range of atmospheric vehicles including
buoyant, heavier than air, aerodynamic decelerators, and hybrid vehicles. The models
would combine atmospheric data and vehicle performance algorithms for the prediction
and analyses of flight paths. The potential vehicles include zero-pressure and
superpressure balloons, airships in both powered and un-powered flight, airplanes,
gliders, guided and unguided parachutes along with hybrid systems using a combination
of vehicles.

Specifically:

a) Develop multi-vehicle trajectory models for use in vehicle development as well as
operational scenarios. These models would combine atmospheric data (observations
and numerical weather model output) and vehicle performance algorithms for prediction
and analysis of flight paths.

b) Adapt numerical weather model output into vehicle-specific trajectory models
capable of utilizing historic and real-time data. Data should be both spatially and
temporally consistent.

2. Research Accomplishments/Highlights:

Not funded in FYO07.

3. Comparison of Objectives Vs. Accomplishments:

4. Leveraging/Payoff:

5. Research Linkages/Partnerships:

6. Awards/Honors:

7. Outreach:
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8. Publications:

Benjamin, S.G., W.R. Moninger, T.L. Smith, B.D. Jamison, E.J. Szoke, and T.W.
Schlatter, 2007: 2006 TAMDAR impact experiment results for RUC humidity,
temperature, and wind forecasts. 11™ Symposium on Integrated Observing and
Assimilation Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January
2007, San Antonio, TX, Amer. Meteor. Soc.

Hiemstra, C.A., G.E. Liston, R.A. Pielke, Sr., D.L. Birkenheuer, and S.C. Albers, 2006:
Comparing Local Analysis and Prediction System (LAPS) assimilations with
independent observations. Wea. Forecasting.

Jankov, I., P. J. Schultz, C. J. Anderson, and S. E. Koch, 2007: The impact of different
physical parameterizations and their interactions on cold-season QPF. Submitted to J.
Hydrometeor.

Kim, O., C. Lu, S. Albers, J. McGinley, and J. Oh, 2007: Improvement of LAPS wind
analysis by including background error statistics. 22" Conference on Weather Analysis
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V. Research Collaborations with the GSD Assimilation and Modeling Branch

Project Title: Rapid Update Cycle (RUC) / WRF Model Development and
Enhancement

Principal Researchers: Tracy Smith and Kevin Brundage

NOAA Project Goals/Programs: Weather and Water—Serve society’s needs for weather
and water information/Local forecasts and warnings; Commerce and Transportation—
Support the Nation’s commerce with information for safe, efficient, and environmentally
sound transportation / Aviation weather

Key Words: 4-D Data Assimilation and Forecast System, Rapidly Updated Analyses
1. Long-term Research Objectives and Specific Plans to Achieve Them:

The primary focus of the GSD Assimilation and Modeling Branch is the refinement and
enhancement of the Rapid Update Cycle (RUC) and development of the Weather
Research and Forecast (WRF) model. The RUC is a national scale 4-D data
assimilation and forecast systems specifically designed to run at a high temporal
frequency (1-hour cycle), taking advantage of a variety of special observations such as
ACARS, RASS, profiler, radar, GPS integrated precipitable water vapor, and GOES
soundings. Itis run operationally at the NOAA/NWS National Centers for Environmental
Prediction, and in various experimental configurations at the ESRL Global Systems
Division. In addition to refinement and enhancements of the RUC, CIRA researchers
collaborate on the development of the Weather Research and Forecast (WRF) model
used by CIRA and GSD researchers. Development and testing of WRF based
components for the Rapid Refresh (RR) system, intended to replace the RUC
hydrostatic forecast model now used at NCEP, are currently underway. Overall goals
are to continue the development work on the Weather Research and Forecast (WRF)
and Rapid Refresh models used by CIRA researchers and to improve the required
visualization techniques for the RUC and RR fields. Additionally, CIRA researchers
continue to work on applications of the RUC and RR to forecast problems, including
investigations into the use of mesoscale model time-lagged ensembles to improve the
accuracy of short-range forecasts, in particular QPF and wind energy, would also
continue.

2. Research Accomplishments/Highlights:

During the past year, support of the RUC development continued, both at NCEP and at
GSD. Extensive documentation on the RUC13, including significant differences from
the RUC20, is available at http://ruc.fsl.noaa.gov/ruc13_docs/RUC13ppt.htm.

The RUC was also used extensively for data impact studies, most recently evaluating
wind profilers, GPS, and TAMDAR, including moisture observations.

The RUC is also being used as a platform for current and future simulated observation
studies.
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3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

RUC13 updates at NCEP are a successful technology transfer. RUC data impact
studies are in progress. RUC/WRF transition to operational “Rapid Refresh” to replace
the current RUC running at NCEP is in progress. Incorporation of the NCEP GSI
analysis package for the Rapid Refresh is also in progress. Visualization techniques
continue to evolve and improve.

4. Leveraging / Payoff: The RUC is an important forecasting tool for both aviation and
severe weather forecasts, which ultimately impact public safety.

5. Research Linkages:
6. Awards/Honors:

7. Outreach:

8. Publications:

Benjamin, S.G., S. Weygandt, J.M. Brown, T. Smirnova, D. Devenyi, K. Brundage, G.
Grell, S. Peckham, T.L. Smith, T.W. Schlatter, and G. Manikin, 2007: From the radar-
enhanced RUC to the WRF-based Rapid Refresh. 22" Conference on Weather
Analysis and Forecasting, 25-29 June 2007, Park City, UT, Amer. Meteor. Soc.

Benjamin, S.G., T.L. Smith. W.R. Moninger, and S.R. Sahm, 2007: Mesonet wind
quality monitoring allowing assimilation in RUC and other NCEP models. 22"
Conference on Weather Analysis and Forecasting, 25-29 June 2007, Park City, UT,
Amer. Meteor. Soc.

Benjamin, S.G., W.R. Moninger, T.L. Smith, B.D. Jamison, E.J. Szoke, T.W. Schlatter,
2007: 2006 TAMDAR impact experiment results for RUC humidity, temperature, and
wind forecasts. 11" Symposium on Integrated Observing and Assimilation Systems for
the Atmosphere, Oceans, and Land Surface, 15-18 January 2007, San Antonio, TX,
Amer. Meteor. Soc.

Moninger, W.R., S.G. Benjamin, B.D. Jamison, T.W. Schlatter, T.L. Smith, and E.J.

Szoke, 2007: TAMDAR and its impact on Rapid Update Cycle (RUC) forecasts. 22
Conference on Weather Analysis and Forecasting, 25-29 June 2007, Park City, UT,
Amer. Meteor. Soc.

Moninger, W.R., S.G. Benjamin, R.S. Collander, B.D. Jamison, T.W. Schlatter, T.L.
Smith, and E.J. Szoke, 2007: TAMDAR/AMDAR data assessments using the RUC at
NOAA's Global Systems Division. 11™ Symposium on Integrated Observing and
Assimilation Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January
2007, San Antonio, TX, Amer. Meteor. Soc.
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Smith, T.L., S.G. Benjamin, S.l. Gutman, and S. Sahm, 2007: Short-range forecast
impact from assimilation of GPS-IPW observations into the Rapid Update Cycle. Mon.
Wea. Rev., 135, 2914-2930.

Stensrud, D. J., N. Yussouf, M.E. Baldwin, J.T. McQueen, J. Du, B. Zhou, B. Ferrier, G.
Manikin, F.M. Ralph, J.M. Wilczak, A.B. White, I. Djlalova, J. Bao, R. Zamora, S.G.
Benjamin, P.A. Miller, T.L. Smith, T. Smirnova, and M.F. Barth, 2006: The New England
High-Resolution Temperature Program. Bull. Amer. Meteor. Soc. 87, 491-498.

Szoke, E.J., R.S. Collander, B.D. Jamison, T.L. Smith, T.W. Schlatter, S.G. Benjamin,
and W.R. Moninger, 2006: An evaluation of TAMDAR soundings in severe storm
forecasting. 23" Conference on Severe Local Storms, 6-10 November 2006, St. Louis,
MO, Amer. Meteor. Soc.

Szoke, E.J., R.S. Collander, B.D. Jamison, T.L. Smith, S.G. Benjamin, W.R. Moninger,
T.W. Schlatter, and B. Schwartz, 2007: Impact of TAMDAR data on RUC short-range
forecasts. 22" Conference on Weather Analysis and Forecasting, 25-29 June 2007,
Park City, UT, Amer. Meteor. Soc.

Szoke, E.J., S.G. Benjamin, R.S. Collander, B.D. Jamison, W.R. Moninger, T.W.
Schlatter, and T.L. Smith, 2007: Impact of TAMDAR on the RUC model: A look into
some of the statistics. 11" Symposium on Integrated Observing and Assimilation
Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January 2007, San
Antonio, TX, Amer. Meteor. Soc.

Project Title: TAMDAR (Troposheric Airborne Meteorological Data Reporting)
Project

Participating CIRA Researchers: Brian Jamison, Randy Collander, Tracy Smith, and Ed
Szoke

NOAA Project Goals / Programs: Weather and Water—Serve society’s needs for wather
and water information / Environmental modeling and local forecasts and warnings;
Commerce and Transportation—Support the Nation’s commerce with information for
safe, efficient, and environmentally sound transportation / Aviation weather

Key Words: TAMDAR, Airborne weather sensors, aircraft data impact on model
forecasts

1. Long-term Research Objectives and Specific Plans to Achieve Them:
TAMDAR continues to be an evolving program with good support (the NOAA TAMDAR

web page is at http://www.crh.noaa.gov/tamdar/, while GSD maintains an AMDAR web
site at http://amdar.noaa.gov/, which includes access to the current TAMDAR data).
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The TAMDAR project is an evaluation of a new observing system using sensors placed
on a number of regional aircraft. The sensors report temperature, pressure, humidity,
winds, eddy dissipation rate, and icing. Tasks primarily involve examining the data for
quality, and investigating the impact of the data on weather model forecasts.

2. Research Accomplishments/Highlights:

During the past year TAMDAR data continued to be taken from ~50 commercial aircraft
servicing both large and a number of much smaller airports from the Midwest to the
lower Mississippi Valley. The data has been used in real-time by National Weather
Service (NWS) forecasters, with some examples posted on the NOAA TAMDAR web
page. At GSD one of the major efforts in the evaluation of TAMDAR has been to
determine its impact on forecasts from numerical weather prediction models. Using the
Rapid Update Cycle (RUC) model, the long-term evaluation of TAMDAR impact
continued, using identical versions of the RUC model run with and without TAMDAR.
Both objective and subjective evaluation of the model output has shown that TAMDAR
does indeed have a positive impact on RUC forecasts of wind, temperature, humidity,
and precipitation. Demonstration of the utility of the TAMDAR soundings for forecasting
convection and other weather problems has also continued.

For these tasks, retroactive runs of the Rapid Update Cycle (RUC) 20 km model were
performed. Retroactive runs of the RUC for the period of April 22-28, 2005 were
necessary in order to determine the effect of adjustments to the model and/or the input
data. Continuing with runs performed during fiscal year 2005-2006, additional runs for
this period include:

a) runs with the relative humidity uncertainty threshold set to 0.15, 0.20, 0.30, and 0.40
(normally set to 0.12), which allowed increasingly more relative humidity data to be
utilized by the RUC

b) a run with all TAMDAR data removed.

This time period, however, was an early reporting period for TAMDAR, and there were
some problems noted with the humidity sensors. This was also a lower resolution data
set. Therefore, a new period (November 26 to December 5, 2006) was selected for
retroactive analysis. Runs are ongoing, and a number of them have been completed.
These include:

a) a baseline run using all data with no alterations in parameters, for which successive
runs will be compared to determine impacts

b) a run with all TAMDAR data removed
c) runs with the relative humidity uncertainty set to 0.18 and 0.25

d) a run using an abbreviated (i.e. "thinned") set of aircraft data
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e) a run using a different aircraft reject list, altered to reject TAMDAR relative humidity
data

f) a run using a less stringent threshold for TAMDAR wind observations

g) a run with changes made to the RUC background, which allows for a better fit to
mositure observations

h) data denial runs, removing GPS integrated precipitable water, all aircraft data, and all
profiler data.

Analyzing the differences in forecasts has greatly increased our knowledge of the
relative value of the TAMDAR data, and feedback to AirDat (the designers of the
TAMDAR sensors) has proven very worthwhile.

A number of conference papers have been presented during the past year.
3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

The achievements for this project during this fiscal year compare favorably with the
goals outlined in the statement of work.

4. Leveraging/Payoff:
5. Research Linkages:
6. Awards/Honors:

7. Outreach:

8. Publications:

Benjamin, S.G., W.R. Moninger, T.L. Smith, B.D. Jamison, E.J. Szoke, and T.W.
Schlatter, 2007: 2006 TAMDAR impact experiment results for RUC humidity,
temperature, and wind forecasts. 11" Symposium on Integrated Observing and
Assimilation Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January
2007, San Antonio, TX, Amer. Meteor. Soc.

Moninger, W.R., S.G. Benjamin, R.S. Collander, B.D. Jamison, T.W. Schlatter, T.L.
Smith, and E.J. Szoke, 2007: TAMDAR/AMDAR data assessments using the RUC at
NOAA's Global Systems Division. 11" Symposium on Integrated Observing and
Assimilation Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January
2007, San Antonio, TX, Amer. Meteor. Soc.

Moninger, W.R., S.G. Benjamin, B.D. Jamison, T.W. Schlatter, T.L. Smith, and E.J.
Szoke, 2007: TAMDAR and its impact on Rapid Update Cycle (RUC). 22" Conference
on Weather Analysis and Forecasting, 25-29 June 2007, Park City, Utah, Amer. Meteor.
Soc.
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Szoke, E.J., S.G. Benjamin, R.S. Collander, B.D. Jamison, W.R. Moninger, T.W.
Schlatter, and T.L. Smith, 2007: Impact of TAMDAR on the RUC model: A look into
some of the statistics. 11" Symposium on Integrated Observing and Assimilation
Systems for the Atmosphere, Oceans, and Land Surface, 15-18 January 2007, San
Antonio, TX, Amer. Meteor. Soc.

Szoke, E.J., R.S. Collander, B.D. Jamison, T.L. Smith, T.W. Schlatter, S.G. Benjamin,
and W.R. Moninger, 2006: An evaluation of TAMDAR soundings in severe storm
forecasting. 23" Conference on Severe Local Storms, 6-10 November 2006,St. Louis,
MO, Amer. Meteor. Soc.

Szoke, E.J., R.S. Collander, B.D. Jamison, T.L. Smith, S.G. Benjamin, W.R. Moninger,
T.W. Schlatter, and B. Schwartz, 2007: Impact of TAMDAR data on RUC short-range
forecasts. 22" Conference on Weather Analysis and Forecasting, 25-29 June 2007,
Park City, UT, Amer. Meteor. Soc.

Project Title: Data Assimilation, Ensemble Forecasting, and Forecast Verification

Principal Scientist: Chungu Lu

NOAA Project Goal/Program: Weather and Water—Serve society’s needs for weather
and water information / Weather water science, technology, and infusion

Key Words: Background error covariance, data assimilation system, ensemble forecast
system, forecast verification, precipitation forecast

1. Long-term Research Objectives and Specific Plans to Achieve Them:

This project is supported by the NOAA Office of Atmospheric and Oceanic Research
(OAR). The long-term research objectives and scientific plans are to develop and
research data assimilation systems, ensemble forecast methods, and forecast
verification, and eventually to transfer these systems and methods to NOAA forecast
operations.

2. Research Accomplishments / Highlights:

Following are progress and accomplishments during the past year for the following
three aspects of this project:

1) Data assimilation

One of the crucial issues related to variational data assimilation is how to determine
background statistical error covariances. We recently developed a method to construct
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background error covariances using time-phased ensemble forecasts. This method has
many advantageous features over the traditional methods used in many forecast
centers around the world. Fig. 1 shows the diagnostic of the error covariance (the
shaded contours) between the two horizontal wind components u and v (panels a and
b) and between the u-component of wind and temperature (panels ¢ and d), in
comparison with the potential vorticity field (grey contours). The left column is the
background error covariance derived from our time-lagged ensemble method; the right
column is from the NCEP’s NMC method. Our method shows clear mesoscale
structures relevant to weather situation and possesses flow-dependent property.

2) Ensemble forecasting

Last year, we developed a time-phased multi-model ensemble system using NOAA
LAPS hourly data assimilation system. This year, this system is further developed and
applied in various NOAA forecast and field experiments, such as the NOAA
Hydrometeorological Testbed. Fig. 2 shows the time-phased multimodel ensemble
precipitation forecast (b) during HMT in the American River Basin in northern California,
in comparison with stage IV observation (a) and individual model forecasts (c-f). The
time-phased multi-model ensemble forecast possesses better skills than each
deterministic forecast.

3) Precipitation forecast verification

To respond to NOAA GSD'’s long-term goal, we initiated a new project to conduct a
global precipitation forecast verification. This project also fits under the WMQO’s
THORPEX initiative. Two sets of satellite data are used: UC-Irvine’s PERSIANN and
NOAA CMORPH satellite data products. These satellite data provide a global estimate
of precipitation. NCEP’s Global Forecast System (GFS) 1-7 days precipitation
forecasts are verified against the satellite observations. Figs. 3a and 3b show the root-
mean-square error (RMSE) for GFS day 1 and day 6 global precipitation forecasts. Fig.
3c shows the global distribution of the Equitable Threat Score (ETS) for GFS 1 day
precipitation forecast at threshold of 6.35 mm/day. This research and development has
generated several publications listed below.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

The research is in progress and will be continued next year.

4. Leveraging/Payoff:

5. Research Linkages:

6. Awards/Honors:

7. Outreach:
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8. Publications:

Kim, O., C. Lu, J.A. McGinley, and J. Oh, 2007: Recovery of mesoscale covariance
using time-phased ensembles. 22" Conference on Weather Analysis and Forecasting
and 18" Conference on Numerical Weather Prediction, Amer. Meteor. Soc., 25-29 June
2007, Park City, UT, Amer. Meteor. Soc.

Kim, O., C. Lu, S. Albert, J.A. McGinley, and J. Oh, 2007: Improvement of LAPS wind
analysis by including background error statistics. 22" Conference on Weather Analysis
and Forecasting and 18" Conference on Numerical Weather Prediction, 25-29 June
2007, Park City, UT, Amer. Meteor. Soc.

Lu, C., H. Yuan, B. Schwartz, and S.G. Benjamin, 2007: Short-range numerical weather
prediction using time-lagged ensemble forecast system. Wea. Forecasting, 22, 580
595.

Lu, C., H. Yuan, S.E. Koch, E. Tollerud, J.A. McGinley, and P.J. Schultz, 2007: Scale-
dependent precipitation forecast error in the GFS. 22" Conference on Weather
Analysis and Forecasting and 18™ Conference on Numerical Weather Prediction, 25-29
June 2007, Park City, UT, Amer. Meteor. Soc.

Lu, C., H. Yuan, S.E. Koch, E. Tollerud, J.A. McGinley, and P.J. Schultz, 2007: Time-
frequency localization and long- and short-term memories in the GFS precipitation
forecast errors. 22" Conference on Weather Analysis and Forecasting and 18"
Conference on Numerical Weather Prediction, 25-29 June 2007, Park City, UT, Amer.
Meteor. Soc.

Yuan, H., C. Lu, J.A. McGinley, P.J. Schultz, B.D. Jamison, L. Wharton, and C.J.
Anderson, 2007: Short-range quantitative precipitation forecast (QPF) and probabilistic
QPF using time-phased multi-model ensembles. Wea. Forecasting (under revision).

Yuan, H., J.A. McGinley, P.J. Schultz, C.J. Anderson, and C. Lu, 2007: Evaluation and
calibration of short-range PQPFs from time-phased and multi-model ensembles during
the HMT-West-2006 campaign. J. Hydrometeorology (under revision).

Yuan, H., C. Lu, E. Tollerud, J.A. McGinley, and P.J. Schultz, 2007: Analysis of
precipitation forecasts from the NCEP global forecast system. 22" Conference

on Weather Analysis and Forecasting and 18" Conference on Numerical Weather
Prediction, 25-29 June 2007, Park City, UT, Amer. Meteor. Soc.

Yuan, H., J. Du, J.A. McGinley, P.J. Schultz,B. Zhou, C. Lu, Z. Toth, and G. Dimego,
2007: Postprocessing of precipitation forecasts for new configured NCEP short-range
ensemble forecasting (SREF) system. 22" Conference on Weather Analysis and
Forecasting and 18" Conference on Numerical Weather Prediction, 25-29 June 2007,
Park City, UT, Amer. Meteor. Soc.
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Fig. 1. The 300hPa forecast estimated error covariance between U and V in
(a), (b) and U and T in (c), (d). Left column is for time-lagged ensemble
method and right column is for NMC method.
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Fig. 2. Precipitation forecast during HMT for the American River Basin in
northern California by time-phased multimodel ensemble and different
deterministic forecasts.
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Fig. 3. GFS global precipitation forecast verification. a) RMSE for day 1
forecast; b) RMSE for day 6 forecast; c) EST for day 1 forecast for 6.35
mm/day threshold.
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Project Title: Study of gravity waves and turbulence interaction in the upper
troposphere

Principal Scientist: Chungu Lu
NOAA Project Goal/Program: Commerce and transportation / Aviation weather

Key Words: Aviation Safety, Upper-level Jet, Gravity Waves, Turbulence, Atmospheric
Model Simulation.

1. Long-term Research Objectives and Specific Plans to Achieve Them:

This project is supported by the NOAA Office of Atmospheric and Oceanic Research
(OAR). The long-term research objectives and scientific plans are to gain a physical
understanding of mesoscale gravity-dynamics and turbulence generation in the upper
troposphere, and to provide public aviation safety advisory based on the obtained
scientific understandings.

2. Research Accomplishments/Highlights:

During the past year, we employed two different research tools to study mesoscale
gravity waves and turbulence: theoretical analysis and numerical modeling. For the
theoretical analysis, we have developed several spectral and structure-function analysis
methods. In particular, we conducted the Hurst parameter and intermittency parameter
analyses for the SCATCAT observational data. This research resulted in a better
understanding of interaction of turbulence and mesoscale gravity waves in the upper
troposphere. Fig. 1 shows how clear-air turbulence (CAT) and gravity waves are
mapped in a bifractal parameter space.

We also used the Weather and Research Forecast (WRF) model to conduct the
idealized simulation of interaction among upper-level jet, gravity waves, and turbulence.
We have generated several nested domain simulations and were able to run WRF with
several nested domain with the finest grid spacing of 1.3 km. Currently, we are
analyzing these simulation results, trying to understand the impacts of dissipation on the
gravity waves. Fig. 2 shows WRF simulated mesoscale gravity waves in the upper
troposphere with 1.3-km grid spacing at various simulation times. This research has
generated several publications listed below.

3. Comparison of Objectives Vs Actual Accomplishments for the Report Period:

The research is in progress and will be continued next year.

4. Leveraging/Payoff:

5. Research Linkages:

6. Awards/Honors:
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7. Outreach:

8. Publications:

Koch, S.E. and C. Lu, 2007: Turbulence and gravity waves in a dynamically unbalanced
upper-level jet-frontal system. 16th Conference on Atmospheric and Oceanic Fluid
Dynamics, 25-29 June 2007, Santa Fe, NM, Amer. Meteor. Soc.

Lu, C. and S.E. Koch, 2007: Interaction of upper-tropospheric turbulence and gravity
waves as observed from spectral and structure function analysis. J. Atmos. Sci.
(Submitted).

Wang, N. and C. Lu, 2007: A two-dimensional continuous wavelet algorithm and its
application to meteorological data analysis. Quart. J. Roy. Meteor. Soc., (Submitted).

more smoothness, longer correlation ——

.' L] T 1 | T L] T T T T L] T 1] T T 1] T T T T
1 _”.'.I':.'t defia ! J l F]I-!'H'l'l'.\'l'iu'lt'.'!'n'{'ll'_
[ferrrciton funciton
0.4 - —
I =
i ke
C.3 - 3
(.3 i . 5
I CAT " Plasma @
C i - o
B
| +4++ g
0.2 . ]z
L . c
Wave . £
i E
. Marine StCu ] £
:”T”n'!' B Browning Infinite .'.'.liim:.'.l'.l
Ograisg o | o\ og o I Motfigy |, , , , function |
O 0.2 0.4 0.8 0.8 1

H.

Fig. 1. The bifractal parameter space, with the Hurst parameter as abscissa, and
the intermittent parameter as ordinate. CAT and gravity waves are localized in
this parameter space.
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Fig. 2. WRF simulated gravity waves at 13-km level for time at 120, 121, 122, and
123 h. The horizontal grid spacing is 1.3 km.
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Project Title: Regional Climate Modeling

Principal Scientist: Mariusz Pagowski

NOAA Project Goal / Program: Weather and Water—Serve society’s needs for weather
and water information / Environmental Modeling

Key Words: Regional Climate Modeling, Soil Moisture, Precipitation, Convection
1. Long-term Research Objectives and Specific Plans to Achieve Them:

This project is a funded proposal sponsored by GEWEX Americas Prediction Project
(GAPP) Climate Prediction Program at the NOAA Climate Program Office. The main
objectives of the project include assessment of the role of soil moisture on precipitation
and evaluation of convective parameterizations.

2. Research Accomplishments/Highlights:

During the past year, regional climate simulations were performed for the summer
months of 2004 and 2005 with the WRF model to study the effects of soil moisture on
precipitation and to compare results obtained with different convective
parameterizations and with explicitly resolved convection.

Based on the results available from last year’s efforts (see report for FY 2005 / 2006)
and the newer results for the remaining summer months in 2004 and 2005, it was noted
that the quality of the lateral boundary conditions had a large effect on the simulations in
the high resolution domain (1.667 km). When lateral boundary conditions were
specified using simulations at 5 km resolution (which in turn used lateral boundary
conditions from 20 km simulations), large dry biases were observed even though
simulations in the 5 km resolution domain did not have a significant dry bias. On the
other hand, when lateral boundary conditions were specified using the 20 km Rapid
Update Cycle (RUC) analyses, the dry bias decreased significantly. Therefore, all
subsequent cloud-resolving simulations used the RUC analyses to provide lateral
boundary conditions for the high resolution.

In the next step for this project, we examined the behavior of different convective
closures with ensemble members of the Grell-Devenyi parameterization. This was
achieved by performing simulations in which all closure ensembles were turned off
except for one. The closures tested were:

a) Pure stability dependent closure. This closure assumes the removal of Convective
Available Potential Energy, CAPE, within a specified time period. In order to easily
identify this closure as it was used in the various simulations, we used the identifier "ST"
in all experiments that use this ensemble.

b) Closures that depend on changes of CAPE due to effects other than convection as

in Grell (1994). In order to easily identify this closure as it was used in the various
simulations, we used the identifier "GR" in all experiments that use this ensemble.
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c) Closures that depend on changes of Cloud Work Functions in comparison to
climatological values, similar to Arakawa-Schubert (1974). In order to easily identify this
closure as it was used in the various simulations, we used the identifier "AS" in all
experiments that use this ensemble.

d) Closures that depend on the integrated vertical advection of moisture, similar to
Krishnamurthi (1980). In order to easily identify this closure as it was used in the
various simulations, we used the identifier "MC" in all experiments that use this
ensemble.

e) Closures that depend on low level mass flux, similar to Frank-Cohen (1987). In
order to easily identify this closure as it was used in the various simulations, we used
the identifier "W" in all experiments that use this ensemble.

The spatial patterns of monthly observed and simulated precipitation amounts using the
various closure ensembles and for the month of June 2004 are shown in Figs. 1a and
1b. It can be noted that the behavior of the different runs is somewhat similar, possibly
with exception of ST_june04, which predicts smaller precipitation amounts, especially
on the mountain slopes.
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Fig. 1a. Accumulated precipitation in June 2004 for Stage4 data (left) and in the
high resolution domain (right). White area in the Stage4 plot represents
incomplete data to calculate accumulated monthly precipitation.
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Fig. 1b. Accumulated precipitation as simulated for June 2004 using various
different closures. From top to right and down: Grell-Devenyi ensemble
parameterization, GR, W, MC, ST, and AS.

Next, we started to examine the soil moisture-precipitation feedback when using the GD
convective parameterization in addition to various combinations of Planetary Boundary
Layer (PBL) formulations and Land Surface Models (LSMs). As a diagnostic tool, we
define the recycling rate as r=ET/(IN+ET), where ET is evapotranspiration and IN is the
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amount of moisture incoming to the domain. In addition, we use the definition of the
precipitation efficiency [p=P/(IN+ET)], where P is amount of precipitation in the domain.
Simulations were performed to examine the behavior of these two parameters for
different boundary layer schemes, LSMs and varying soil moisture (minimum possible
for a given soil, an intermediate value, and maximum possible). The recycling rate and
the precipitation efficiency for these simulations in June 2004 are shown in Figs. 2a and
2b. It can be noted that the recycling ratio, which is a measure of the contribution of
local evaporation to total moisture, is higher when using the RUC-LSM than the Noah-
LSM for the maximum soil moisture.
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Fig. 2. Recycling rate (left) and precipitation efficiency. The first letter indicates
the BL scheme: Y — YSU PBL, M- MYJ PBL. The second letter LSM: N- Noah, R-
RUCLSM. Dots increase from the minimum soil moisture to the maximum soil
moisture.

Correspondingly, precipitation efficiency is higher when using the RUC-LSM compared
to using the Noah-LSM. Some insight into this behavior can be gained from domain-
averaged profiles of potential temperature and mixing ratio in Figs. 3a and 3b (since
precipitation amount is highest in the afternoon, only profiles at 00 UTC are plotted). In
these figures, the runs with a MYJ-RUC-LSM combination for the maximum soil
moisture produces a boundary layer that is the coldest and most moist and thus most
likely to contribute to fast condensation and cloud formation. Interestingly, the
simulations using a YSU-RUC-LSM (YSU - Yonsei University PBL) combination have
higher precipitation efficiencies than the ones using the MYJ-Noah (YSU - Mellor-
Yamada-Janjic PBL) combination. This is the case despite the fact that the runs using
the MYJ-Noah combination have a cooler and moister boundary layer (and lower
evapotranspiration - in the denominator of the formula for precipitation efficiency). It can
be seen the YSU-RUCLSM combination through stronger mixing leads to deeper
boundary layers and more vigorous vertical moisture transport up to the condensation
level (LCL).
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Fig. 3. Domain averaged potential temperature (left) and mixing ratio (right)
profiles. Solid line- intermediate soil moisture, short dash — dry soil, long dash —
moist soil. Colors for BL-LSM combinations given in the legend.

Some of the results from this research effort were presented at the Conference on
Applied Climatology in Ljubljana, Slovenia in September 2006. A manuscript on the soil
moisture-precipitation feedback is in preparation.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

The research is in final stages and a manuscript summarizing the results is being
prepared.

4. Leveraging/Payoff:

5. Research Linkages:

(o]

. Awards/Honors:

\I

. Outreach:

8. Publications:

Gultepe, I, R. Tardif, S.C. Michaelides, J. Cermak, A. Bott, J. Bendix, M. Mueller, M.
Pagowski, B. Hansen, G. Ellrod, W. Jacobs, G. Toth, and S.G. Cober, 2007: Fog

research: a review of past achievements. Accepted by J. Pure and Applied Geophysics.

Gultepe, I., M. Pagowski, and J. Ried, 2007: A Satellite-Based Fog Detection Scheme
Using Air Temperature. Wea. Forecasting 22, 444-456.
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Hacker, J.P., J.L. Anderson, and M. Pagowski, 2007: Improved vertical covariance
estimates for ensemble-filter assimilation of near-surface observations. Submitted to
Mon. Wea. Rev.

Koch, S.E., W. Feltz, F. Fabry, M. Pagowski, B. Geerts, K.M. Bedka, D.O. Miller, and
J.W. Wilson, 2007: Turbulent mixing processes in atmospheric bores and solitary waves
deduced from profiling systems numerical simulation. Submitted to Mon. Wea. Rev.

Pagowski, M, J. Hacker, and D. Rostkier-Edelstein, 2007: Behavior of Weather
Research and Forecasting (WRF) model boundary layer and surface parameterizations
in 1-D simulations during BAMEX field campaign. Accepted by Boundary-Layer
Meteorology.

Pagowski, M. and G.A. Grell, 2006: Effects of surface moisture, land-atmosphere
exchanges, and turbulent transport on precipitation over the Rocky Mountains and High
Plains. 6" Annual Meeting of the European Meteorological Society, September 2008,
Ljubljana, Slovenia.

Project Title: Regional Transport Analysis for Carbon Cycle Inversions

Principal Scientist: Mariusz Pagowski

NOAA Project Goal/Program: Climate—Understand climate variability and change to
enhance society’s ability to plan and respond/Climate Forcing

Key Words: Carbon Cycle, Inversion Modeling, RUC
1. Long-term Research Objectives and Specific Plans to Achieve Them:

The goal of this project was to apply hourly meteorological analyses generated by the
Rapid Update Cycle (RUC) assimilation system on the 13-km grid over North America
to create a year-long data base of influence functions.

The transport influence function quantifies the sensitivity of each observation at NOAA
sampling towers to unit surface fluxes of CO2 or other trace gases at all points
upstream in the RUC domain. For the purpose of influence function derivation, the RUC
fields were used to drive the CSU Lagrangian Particle Dispersion Model (LPDM)
backward in time for specified sampling stations.
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2. Research Accomplishments/Highlights:

We have extracted sets of hourly RUC meteorological analyses for the period from
March 2005 to May 2006. The selected fields from these sets are written in a format
readable by CSU LPDM. The CSU LPDM is generally being used with different
versions of CSU RAMS (Regional Atmospheric Modeling System). The interface
between RUC and LPDM had to take into account differences in map projections and
grid structure. The upgraded version of the LPDM can be now driven both by RAMS
and RUC fields.

The RUC-LPDM system is generating a huge amount of data which would be
impractical to store and disseminate at full resolution for a year. Thus, we have
designed the storage and dissemination system to store all information in the form of
Lagrangian particles rather than gridded influence functions. Several versions of this
system have been developed and tested.

We used RAMS to investigate whether fields from RUC provide sufficient time
resolution for atmospheric transport simulation. We assume that a Lagrangian particle
should not cross more than one grid cell within time interval between available
meteorological fields. The hourly output from RUC with 13 km horizontal grid spacing
violates that assumption. Comparing transport simulations with meteorological fields
updated every 15 minutes and every 1 hour, we have found that hourly fields do not
cause unacceptable errors in the influence functions derived on a 100km grid.

We analyzed the extracted RUC fields for missing data. It appeared that there were
numerous gaps from 1 hour to a couple of weeks resulting from computer downtimes.
The missing files in the RUC archive did not allow us to derive influence functions for
the entire year as originally planned.

We also analyzed the tracer residence time within the regional domain for different
towers. This time varies from 1 to more than 2 weeks and determines what sampling
periods the influence functions can be derived for in the presence of data gaps. In
general, we need to run particles backward in time for at least 2 weeks for any given
sampling time.

We decided to fill short gaps, up to 2 hours, in the RUC fields by interpolation. However,
filling the longer gaps would require rerunning the RUC analyses. As an alternative
solution to dealing with gaps in RUC fields, we suggested using CSU RAMS driven by
available RUC fields or other analysis products, and then running the LPDM. The
interface between RUC and RAMS has been developed, providing two options for
atmospheric transport modeling and influence function derivation (see Fig. 4): (1) RUC-
>LPDM, and (2) RUC->RAMS->LPDM.
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Fig. 4. RUC/LPDM modeling system with an optional usage of CSU RAMS.
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The second option RUC/RAMS/LPDM provides us with interesting research
opportunities, since it is possible in this configuration to run RAMS on a small domain
and with higher resolution than RUC instead of running RAMS on a continental scale
domain with several nested grids. Several simulations were performed to test this
option and the results were promising.

We have started to work on parameterization of convective transport (cloud venting) in
the LPDM linked to the RUC. We performed LPDM simulations and derived influence
functions for 30 towers (existing and planned) for all longer periods with available RUC
fields in the period from March 2005 to May 2006. Composite plot of influence functions
for 38-day sampling period (159-197 julian days of 2005) for 31 towers is shown in Fig.
5. Influence functions are integrated with a constant 1 umol/m2/s CO2 flux and
presented in ppm.
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Fig. 5. Composite plot of influence functions for 38-day sampling period (159-
197 julian days of 2005) for 31 towers. Influence functions are integrated with a

constant 1 umol/m2/s CO2 flux and presented in ppm.
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The extracted and processed RUC fields were transferred by ftp from NOAA to CSU.
All LPDM and RAMS simulations were performed on a Linux cluster at CSU. The
results of the project were presented as a poster at Earth System Research Laboratory
Global Monitoring Annual Conference, May 2-3, 2007, Boulder, CO.

3. Comparison of Objectives vs Actual Accomplishments for the Report Period:

This project is not funded for FY07/08 at this time. Further funding of the research is
being considered by ESRL/GMD.

4. Leveraging/Payoff:

5. Research Linkages:

6. Awards/Honors:

7. Outreach:

8. Publications:

Uliasz, M., M. Pagowski, E. Chorak, and S. Denning, 2007: Regional transport analysis

for carbon cycle inversions using RUC-LPDM system, May 2007, Project Report to
ESRL/GMD.

Project Title: EAA Turbulence Project

Participating CIRA Research Coordinator: Brian Jamison

NOAA Project Goal/Program: Commerce and Transportation—Support the Nation’s
commerce with information for safe, efficient, and environmentally sound transportation/
Aviation Weather

Key Words: Clear Air Turbulence, Diagnostic Turbulence Prediction Algorithms
1. Long-term Research Objectives and Specific Plans to Achieve Them:

GSD, under support from the FAA Aviation Weather Research Program, conducts
research to improve forecasts of turbulence through field programs designed to
measure in-situ turbulence and by developing diagnostic algorithms for turbulence
prediction. Tasks related to this project include: analysis of in-situ and/or model data,
research and development of diagnostic algorithms, and analysis of variables related to
turbulence.
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The Graphical Turbulence Guidance (GTG) product is an amalgamation of a number of
different diagnostic algorithms to provide the best available overall turbulence forecast.
Currently, these algorithms are weighted and combined without regard to the particular
synoptic weather situation. It is speculated that some of the diagnostic algorithms may
perform better than others with respect to the background weather pattern, and thus the
weighting of the algorithms for the GTG could be adjusted to provide a more accurate
forecast.

2. Research Accomplishments/Highlights:

For this task, a literature review was performed to locate the most well-known patterns
that forecasters rely upon to identify potential areas of turbulence. Seven basic patterns
were noted: basic jet stream, digging jet streak, confluent jet, upper level cutoff low,
sharp upper level trough, basic shortwave with a surface low, and sharp upper level
ridge. Cases including those patterns were subjectively recognized and identified during
the new test period (November 2005 - March 2006). Plots of pireps were used to
validate that turbulence was observed in the areas of interest. For these cases,
potential candidate meteorological fields were chosen to locate and outline the patterns
of interest. These fields include: omega, shear, stability, temperature and advection,
vorticity and advection, vorticity gradient, stretching and shearing deformation,
Laplacian of height and vorticity, divergence, and divergence of Q. Scripts were written
to generate plots of these fields, and the plots were organized onto a web page to
facilitate analysis. The results appear to be quite promising, with fields and
combinations of fields correlating well to the observed turbulence (Figs. 1 and 2). The
long term goal is to develop a rudimentary objective pattern recognition scheme that
correctly identifies these areas which will allow the GTG to adjust the weighting of the
algorithms accordingly.
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Fig. 1. A plot of Laplacian of vorticity (white contours) with wind magnitude
(shaded contours) for a 6 hour RUC forecast verifying on November 21, 2005, 06
UTC. Note the white contours stretching from southern Texas to the Great Lakes

area.
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Fig. 2. Pilot reports of turbulence for the same verification time as Fig. 1. The
reports in south central Texas and eastern Missouri coincide with the Laplacian
of vorticity contours in Fig. 1.

Analyses were done to examine out-of-cloud convectively induced turbulence (OCIT), or
more simply, turbulence generated near convective clouds and storms. Four months of
the convective season (i.e. April through July) were selected for study. Software scripts
were written to plot pireps and RCPF (RUC Convective Probability Forecast) contours
superimposed on a satellite infrared (IR) image (see Fig. 3). Since the IR data can be
as frequent as every 15 minutes, only those pireps within 7.5 minutes of the image time
were plotted. A web page was also developed to display each day's images in a
thumbnail fashion for subjective case selection, with added controls to make these
selections interactively, allowing identification of a case as "frontal" (in the vicinity of a
front), "MCS" (in the vicinity, but not within, a mesoscale convective system) or "other"
(not readily identifiable as being associated with a front or an MCS). The OCIT team
decided to further restrict cases to pireps at or above 15,000 ft., reporting moderate or
greater turbulence, and had accompanying RCPF forecasts. In total, 881 cases were
identified for the four month period, with 372 frontal cases, 277 MCS cases, and 232
other cases. Using these cases, a strategy to assess the correlation between RCPF and
pireps was employed by examining points extending outward from each pirep to locate
the nearest non-zero RCPF value, and computing the distance between the pirep and
that point. Since these distances do not in themselves represent easily interpretable
values, a "mock" set of pireps generated at random locations were also subjected to the
same strategy. The results are shown in Fig. 4, tallying the number of cases in each
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distance category (where distance is given in whole grid units, approximately 22 km per
unit). This plot comprises the total number of cases, irrespective of case type. The
difference between the actual cases and the mock cases can be interpreted as an
estimate of the potential utility of RCPF to predict OCIT. The general pattern of the
histograms suggest that the relative frequency of positive values of RCPF increases
steadily with increasing proximity to the pirep.

23452 10 Jun 2006 11u IR

Fig. 3. A Satellite IR image for 2345 UTC, 10 June, 2006 with superimposed
pireps of moderate turbulence and contours of RCPF probabilities. The pireps
are at 19,000 and 20,000 ft altitude.

232



Diatwhubinn of Dietsres e Heassct REPE (Al Csse)

H

W Prapd
m Random

Hamber ol [ adas

1 ¥ 3 4 F & ¥ & % W KL 87 0% 4 3T & LT W KR
Distancs [P Gad Paints)

Fig. 4. Histogram showing the number of OCIT pirep cases by distance to the
nearest non-zero RCPF value. Distance is given as the number of RUC grid
points between the pirep location and the location of the nearest RCPF contour
(approx. 22 km per grid point). Actual cases are shown in blue and random
"mock" cases are shown in red.

3. Comparison of Objectives Vs Actual Accomplishments:

In progress; the achievements for the turbulence project during this fiscal year compare
favorably with the goals outlined in the statement of work.

4. Leveraging/Payoff:
5. Research Linkages:
6. Honors/Awards:

7. Outreach:

8. Publications:
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VI. Research Collaborations with the GSD Technology Outreach Branch

A. EX-Net Forecaster Workstation Project

Principal Researcher: Sher Schranz
CIRA Team Members: Jebb Stewart, Evan Polster, and Ning Wang

NOAA Project Goal/Programs: Weather and Water—Serve society’s need for weather
and water information/Local forecasts and warnings, Air quality, Environmental
modeling, and Weather and water science, technology, and infusion (STI). FX-Net is a
cross-cutting solution provided to all these program elements.

Key Words: PC Workstation, Fire Weather, Air Quality, Compression Algorithm
FX-Net for Fire Weather/All Hazards

Fire Weather Mission Goal: NOAA’s National Fire Weather Program seeks to eliminate
weather-related wild land fire fatalities and injuries, and to reduce fire suppression and
land management costs by providing more timely and accurate weather information.
NWS forecasters at Weather Forecast Offices and the Storm Prediction Center utilize
the latest model and observation data to produce national outlooks identifying critical
fire weather patterns. The NOAA mission is to provide tools to support the forecasters
producing these long and short-range forecasts in support of fire-management decision
makers.

When a wild land fire does erupt, the NOAA mission to provide services in support of
public safety becomes critical. Forecasters must produce very short-range, ‘now’ casts
of weather hazards that will directly affect fire-fighting activities. Forecasters become
dependent on the tools they can carry with them to the fire. Their ability to function
effectively as a part of the fire fighting coordination team is dependent on these tools.

1. Long-term Research Objectives and Specific Plans to Achieve Them:

The long-term goals of the NWS FX-Net fire weather research project are: 1) to provide
the most comprehensive real-time atmospheric data set possible to tactically deployed
weather forecasters; 2) to provide the tactically-deployed all-hazards user access to
additional earth information such as emergent dispersion, GIS, oceanic, and hydrologic
data; and 3) provide an integrated data manipulation, analysis, and display system for
this wide range of earth information.

A new long-term goal added for FY06-07 was to begin preliminary research into the
transition of the FX-Net capabilities to the AWIPS Il architecture. The AWIPS Il system
is scheduled to begin operational testing in FY09. The FX-Net team is researching the
technologies used in the AWIPS |l architecture and documenting FX-Net performance
parameters to provide a baseline for expected AWIPS Il performance. It is anticipated
that the FX-Net team will continue to research and develop data analysis and display
tools for operational all-hazards and fire weather forecasters.
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Accomplishing these goals requires the development of a system capable of delivering
GEOSS and I00S data over small-band width Internet communications links. The
ultimate goal is to provide a comprehensive system for an all-hazards TACMET
(Tactical Meteorologist) deployed anywhere on or offshore. The ultimate system would
include inter-system collaboration, dispersion modeling capability, data interrogation
and editing capability and a database-independent data retrieval system. These goals
are reflected in the future research planning to add these capabilities to the AWIPS I
platform.

Research for this project has concentrated on compressing the data as much as
possible while retaining data precision, providing extended and newly created data sets
and developing tools needed in a field situation. To meet these goals with a very small
development team is a major challenge. In order to meet this challenge the
development group employs a number of research and development strategies. All
members of the group conduct extensive research in tool development, leveraging
existing and newly developed code. Code developed for the AWIPS program is used
extensively in the FX-Net system. Java code and techniques required for the FX-Net
client are developed and leveraged with some help from the World Wide Web, Java
web groups, external training and interaction with local web developers at UCAR.

Future research will include evaluating new data distribution, data basing and display
technologies to meet the goals of the ultimate system. In the next year, new
technologies to be evaluated include UCAR’s Unidata IDV data distribution and display
system, the commercial IBL system, distributed data base systems utilizing Service
Oriented Architecture (SOA), and extended Java applications. Research is continuing to
focus on the many open source programs available to develop an SOA system that
provides the same capability and performance as the current FX-Net system while
adding developmental and operational flexibility.

The Wavelet Compression (see project 2.0 Gridded FX-Net in this document) research
for the FX-Net project continues to concentrate on code optimization, improved
compression ratios for image data, and extended precision control capabilities.

2. Research Accomplishments/Highlights and Current Status
3. A Comparison of Objectives Vs. Actual Accomplishments:

Even though the ultimate all-hazards system is not a complete reality, the development
team has been very successful in providing key elements to the users. Significant
changes to the basic FX-Net system were made in the past year. The system was
upgraded to provide the latest version of the NOAAPort data and extended AWIPS data
and file server functions. The system delivered to the NWS’s IMET program, the
National Interagency Fire Center GACC offices, and NWS WSO users was based on
AWIPS v. OB6.

The new version of the FX-Net Client (v.5.0) (see Fig. 1) is scheduled for release at the
end of July 2007. This version of the client includes the addition of significant new data
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analysis and display tools. Based on a ‘wish’ list from the IMETS and NIFC fire weather
forecasters, the new tools are as follows:

--Text Product Notification:

Includes a registry dialog and new product notifications dialog. Give users the capability
to set up a notification list for text products. Fire Weather forecasters are interested in
all severe weather and special weather statements for the area surrounding the fire.
This feature provides them with an immediate notice of significant new text products of
their choosing.

--Enhanced Auto-Refresh:

Already loaded products can be seamlessly reloaded at user requested intervals. The
auto-refresh feature allows forecasters to setup layers of products that will continuously
update without requiring user intervention.

--Drawing Tools Feature:

Full-featured drawing tools dialog allows users to draw fronts, lines, regions, weather
symbols, and text. Context-sensitive drawing pop up menu allows modification of a
drawing’s characteristics. This is a significant addition to the client analysis tools. Fire
weather forecasters providing nearly continuous briefings while mobilized to a fire
incident. These briefings can now be enhanced with filled graphics, lines, weather
symbols and text to provide fire incident commanders with products that are annotated
with plain language information and graphics.

--Map Descriptor now contains static methods to translate between screen coordinates
and lat/long even outside of a scale's v