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Abstract

Recent evaluation add hocnetworks has shown that current techniques do not scalewitblleither network
size or desired throughput. We argue that the greatest apptyr for improvement is in the integration and
coupling of different network layers. To this end, we ardding a “relay network” design in which end-to-end
path resources are pre-allocated to avoid the cost of chasgaisition and contention at every hop. The rout-
ing, congestion control, and MAC functions are coupled —teotion informs the routing and packet admission
decisions, and demand determines link capacity allocativa propose using spatial frequency division mul-
tiple access (SFDMA) to reduce interference and proposeveafding layer using label-switching to allow a
combination of SFDMA as well as statistical multiplexingomhally, SFDMA methods are difficult to allocate
due to a paucity of channels; we provision our network usimtp@yonal Frequency Division Multiple Access
(OFDMA) channels, avoiding re-synchronization delays achepacket.

One option for such networks is to ugdreless flitsrather than full packets for store-and-forward commu-
nication. This report describes an OpNET model that implesméoth those wireless flits and the traditional
store-and-forward SFDMA networks.



Packet Contents @ (1) Packet sent Packet Contents @ (2) Circuit Packet Contents @ (1) Circuit setup probe
to first ho ACK sent establishes partial connection
P
(3) Packet contents
sent one hop

(2) Circuit ACK sent

(3) Packet contents
sent over circuit

(2) Packet

send to 2nd (1) Circuit setup probe

hop establishes end-to-end
connection

(a) Packet Switched (b) Circuit Switched (c) Cut-Throught8king

(1) Flits from
(1) Packet broken e — different packets
@ into flits, sent to 1st hop @are marked

(5) ACK and
(4) Next hop packet sent

established

(2) Per-flit
information
directs
flits

2) Individual
e [raamomens] &

to 2nd hop

(d) Flit-based (e) Flit-based with multiple packets

Figure 1: Switching Methods

1 Introduction

Wireless networks are one example of the more general cfasailhi-stage interconnection network¥hese
networks use intermediate switches to route messages femuarae to a destination. In multicomputer systems,
such networks typicaly have a regular structure [1, 2] t@sglin different performance for different traffic
distributions. To a first order, the interaction wipologyand thetraffic distribution of the network have the
primary influence on network performance [3].

The switching methodlso influences performance and particularly latency. feigushow schematic dia-
grams illustrating common switching techniques. The mostmon technique, shown in Figure 1(a), is packet
switching. Individual switch nodes (shown with a cross ie thiagram) contain buffer space. Messages are
broken in fixed or variable sized “packets” and each packétizsmitted in sequence. Each packet contains
addressing information and each packet can be individudatisad. Each packet is received completely and
then forwarded; this increases the latency a packet priopaitto the number of hops or switches the message
traverses. Classical Ethernet and wireless Ethemgt802.11) are examples of packet switched networks.

The Internet is based on packet switching; earlier telephwiworks and some computer networks were
based orcircuit switching This process, shown in Figure 1(b), involves three stephe flrst is acircuit
establishmenphase where a probe is used to reserve the entire path toveesed by a packet. Signaling is
then used to initiate the packet transfer which is then tratted end-to-end without buffering. Circuit switching
is felt to be more complex than packet switching becausegitiresdeadlock fregpaths — each circuit setup
holds and reserves resources and thus the possability dfodéas very real. One alternative that eliminates
this problem isvirtual cut-through swithingshown in Figure 1(c). In this method, a circuit establishtrie
attempted, but may terminate before reaching the finalmkg#in; the scenario in Figure 1(c) shows the situation
when the second hop link is not available. Virtual cut-tlleswitching effectively provides the benefit of circuit



switching (low latency) under low utiization and the benefipacket switching (simplicity and high throughput)
during periods of high utilization.

So-called “wormhole networks” or flit-based networks [4Jps/n in Figure 1(d), offer advantages similar to
virtual cut through routing with simplified implementatiamd and typically simpler signalling constraints and
lower latency. In this switch design, a message is dividealflits, which are the smallest unit of communication
exchange. For example, in a multi-computer network, a flighhibe eight bits. Each interconnection step
contains additional signaling lines used for flow contral¢cls as “clear-to-send” (CTS) and “ready to send”
(RTS). Except for the head and tail flits, all of the flits of agle packet are treated identically. The head
flit is injected into the network and is used to establish d phtough the network. Flits use buffer resources
at intermediate nodes and use explicit flow control to lirhi humber of flits to insure there are no buffer
overflows. The tail flit deallocates the buffer resources tes allocated when the head flit traversed the switch
node. Because messages are divided into small flits, messagebe “pipelined” through the network — this
reduces latency because the head flit is close to the déstinahen the last link becomes available. It also
simplifies signaling because flow-control operates on ehdirks.

However, as with circuit switching, flit switching requiragieadlock free path. The complexity of deadlock
free routing can be simplified by introducimirtual channelsn a flit network [5]. In this switch, each message
is assigned a “virtual channel” between each pair of swicheessence, this means that each switch subdivides
the available buffer space between the different messagés allows flits form the different messages to
traverse the link, as shown in Figure 1(e). The sender arelvecmust agree on a method to distinguish the
flits of different messages and the flow control mechanismt imeigware of the buffer space used. On common
mechanism for this is include additional forward and regaxsntrol signals. For example, the CTS/RTS control
lines become=-wide fields for a switch witt2¢ virtual channels; this increases the per-flit signalingrbead
but are efficient when a varying number of virtual channeks ased. Alternative methods use round-robin
scheduling of virtual channels; these methods are lessegftiosvhen a varying number of virtual channels are
in use.

There are also variants of these switching methods. For pleaiATM networks use “cell switch,” which is
similar to both packet switching and flit switching. In a cflitched network, a message is decomposed in many
smaller “cells” (typically larger than a flit — ATM used 54 leytells). Like packet switching, individual cells
can be dropped during congestion and thus each cell coragdaressing information and can be independently
switched or routed. Like flit switching, the individual celinaking up a message can be “pipelined” through the
network.

1.1 Switching optionsfor wireless networks

Wireless networks pose a number of challenges for switctagigns. Most wireless systems can not transmit
and receive simultanously in the same band because thenissmign drowns out reception because receivers
are designed to accomodate thé&00-150db attenuation experienced in most wireless n&wvorhis limits

the ability to use circuit-switching or flit-switching urde there are ways to isolate the interference between
transmitters and receivers. Several such technologiss -€far example many first-responder networks employ
sophisticated relay networks to increase the range of eeneygtelecommunications. These networks use static
frequency allocations in the radio switches; we intend ttemra this using Orthogonal Frequency Division
Multiplexing (OFDM), a modulation technique that uses a@éanumber of “subcarriers” allocated across a
specific frequency range [6].
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We are interested in buildinglaw latencynetwork using spatial frequency division multiple acc&SDMA)
protocols. We want to use SFDMA to reduce the need to contend €hannel and use flit-based networks to
reduce latency. We expect the network will haamgineering channel allocationgnd thus the basic switch
organization will not require dynamic deadlock free rogtin

In order to use multiple frequencies and simultaneousliysimgt and receive, we plan on using OFDM. A
sample waveform for OFDM is shown in Figure 2. OFDM is usechim 802.11a physical layer as well as the
802.16-2004 specification. At a high level, OFDM wavefornasédnthe benefit of reducing interference from
multipath. Each sub-carrier is modulated at a fairly loweratnd the aggregate number of subcarriers provide
high throughput. For example the 802.11a PHY has a total afbi2ers with sub-carrier spacing of 312.5KHz.
Since each sub-carrier is modulated at 312.5KHz, the syiithelis 3.2useconds. In indoor environments, the
delay spread is typically 100 nanoseconds, meaning thatlddy-modulating subcarrier is more resistant to
inter-symbol interference.

Most OFDM implementations devote multiple subcarriers padct tones” that are used to transmit well-
known symbols; these pilot tones are used to estimate tmnehatansfer function and correct frequency specific
fading. By combining forward error correction across thfedent subcarriers, the resulting channel provides
reliable, high bandwidth services.

As mentioned, OFDM is a well understood technology and has bheed in a number of products, including
the 802.11a and 802.16 wireless networks, digital audiadzasting (DAB), high performance ship-to-ship
wireless networks and powerline networking systems. Wa plausing variants of OFDM for our prototype
environment; OFDM provides the ability to have a large nundbsubcarriers that can provide greater flexibility
in evaluating “frequency switching”.

The specific variant of OFDM we are most likely to use will begar to OFDMA, orOrthogonal Frequency
Division Multiple Accesswhich is used in 802.16 networks for efficient media con&modl allocation. In this
scheme, illustrated in Figure®3 individual subscribers to a wireless network (“subsaris&tions”, indicated
by SS in the diagram) are assigned specific frequency-timaramication blocks. The 802.16 MAC layer may
use either a full-duplex or time-division duplex (half dey) transmission schedule. During download from the
base-station to the subscriber station, frames for eachcsbler are included in a single “superframe”; each
station receives the beginning of the frame to determindréresmission schedule and then selectively acquires

1This figure was excerpted from [7]



information from its specified subcarriers. On the uplinkdividual subscriber stations transmit their frames
using tightly synchronized clocks; individual subscribéransmit for fixed durations and multiple subscriber
stations may use the same subcarriers during the totalkupliase. Subscriber stations may use individual sub-
carriers for different purposes; for example, some comiatycoffered WiMAX (802.16) equipment allocates
subcarriers to phone voice lines or VOIP services (thusidioy specific bandwidth reservations) while the
remaining subcarriers are used for best-effort internetice. Our use of OFDM will be similar, but will have
the additional complexity of requiring tight frequency synonization through the mesh or alternate solutions
to avoid the need for such frequency synchronization.

Commercial implementations of 802.16 currently use a 28&arrier OFDM waveform and several inex-
pensive subscriber station chipsets are available [8JurEwtystems will deploy 512, 1024 or 2048 subcarrier
solutions?. The 802.16 draft specification provides support for mestvorks, but this meshing is implemented
using standard store-and-forward techniques. Trafficlesyeal from one station to another, demodulated and
then transmitted to other relay stations or the final subscrstations. Our proposal to combine OFDM with
“radio wormhole” switches should reduce the latency thioagnesh node by 1-3 orders of magnitude.

2 Implementation of WirelessFlitsIn OPNET

We needed to develop a simulation environment to evaluatagh of wireless flit-based networks. This section
describes the model constructed for theNEET simulation environment, its configuration and paramsete

2.1 Modeding OFDM subcarriersasindividual data streams

Wireless communication in NET is achieved using the radio transmitter and receiverutesdprovided by
OPNET. These modules allow for the configuration of some nundferthannels. The main parameters that
define a channel, and so define the communication potentiakka a transmitter and receiver, are the band-
width and minimum frequency, the data rate, and the modulati the channel. The modules can have any
number of channels, all of which are used independently. Mheacket is sent to a particular channel of a
transmitter module, &NET iterates through the receiver modules found on otheesahd evaluates if the
packet is received through the use of a 13 stage Radio Trgas¢tipeline. With this, if a receiver module is
found with a channel configuration that matches that of thesimitter channel, the receiver is considered as
a candidate for reception of the packet. However, if thedmgitter channel overlaps a receiver channel only
partially, the receiver will register the packet as noisd will not receive the packet. In addition, the data rate
and modulation parameters must match or the packet will bged as noise by the receiver. If the three above
parameters match, the transmit power of the channel, thandis separating the transmitter and receiver, error
correction codes, and other related factors determineeifpidicket is received successfully. For further detalils,
see the ®NET documentation pertaining to the Radio Transceiver|iipe

To model the subchannels of OFDM, thaT_RELAY model was developed that has 48 channels configured
for the transmitter and receiver modules. For each of theaarnels, the bandwidth and minimum frequencies of
the transmitter and receiver match. The modulation is QAM&Ad the data rate is 1.125 mb/s for all channels.
With this, packets sent on channel 0 can be received on ch@mfi¢he receiver, but will not interfere with any
of the other channels.

2In OFDM, the number of subcarriers are powers of two sinceatkrtation is performed using FFT's.



With the 48 subchannels statically configured, the user romstigure a communication channel between
nodes by specifying which of the subchannels compose thenehaThe subchannels assigned to a particular
channel on the transmitter must match the subchannelsnaskig that channel for the receiver. The model
supports up to 10 channels, each of which is made up of soméerwoh subchannels, and the total bandwidth
and data rate of the channel is determined by the number chaminels that compose it. The subchannel sets
that represent the channels must be disjoint, and the urithe @ets should include all 48 subchannels so as to
make use of all of the available bandwidth. The node paras#iat determine the subchannel assignments are
the Chan_* _Subchans parameters, where is a an integer 0 through 9, and the value is a comma delimited
list of some number of subchannels 0 through 47.

In the FLIT_RELAY node, the FDM mechanism is modeled as an addition to theat®D2.11 MAC seen
in the OPNET wireless nodes, not as a replacement. This was doneaw &ir broadcast messages in the
network such as those for ad-hoc routing and RSVP. If the in$&nds to make use of the broadcast channel,
they must determine how much bandwidth they are allowingtfertbroadcast channel, and possibly account for
this usage by using less than all 48 of the subchannels whdigadng the FDM mechanism.

2.2 Packet Forwarding

When a packet is generated by a node, it must be determinkd ffacket should be sent over the broadcast
channel or if the FDM mechanism should instead be used. ltiawldf the FDM mechanism is used the output
channel that the packet should be sent on must be deternttoethis, the user configures the model by setting
theTransnmi t _Chan_* _Desti nat i ons parameters, where * is a channel. For each channel, the pgam
is a comma delimited list of IP addresses, and packets eesfor these addresses will then be sent out the
associated channel. IP addresses are used as labels aanh®y easily defined by the user for each node, and
their usage removes the level of indirection introduced massigning IP addresses to MPLS style labels. As
the label size is user defined, the label overhead of varialosld can be modeled while the actual switching
decision is determined by the IP address.

The decision to send the packet out the broadcast channal D& channel is made by theel ay_ p_
ar p_v4 process of the node model. This process is identical tothar p_v4 process distributed with NET
with two modifications. First, when a packet is passed dovendiack from the IP process the destination
address is extracted and thieansn t _Chan_* _Dest i nat i ons parameters are iterated through, checking
if the destination is listed for any of the channels. If s packet is sent to the FDM process, otherwise it
is sent out the broadcast channel. Hence, it is of the utmgsbritance that every destination is listed in one
of theTransm t _Chan_*_Dest i nat i ons parameters. The second modification toitlpear p_v4 process
allows packets received by the FDM channels to be passedeugtdbk. This modification effectively merges
the packet streams coming up the stack from the standard BB2AC and the FDM mechanism.

When a packet is sent to the FDM mechanism, the output chammgtermined using th&r ansmi t _
Chan_x Desti nati ons parameters as discussed above. As a channel is made up ohsonber of sub-
channels, the packet is sent out the associated subchaandlais the smallest current queue size. Packets are
sent out the subchannel after a delay determined by the i al _Del ay parameter. This allows the user to
model the time needed to determine the output channel.

When a packet is received at an intermediate node Rdeei ve_on_Channel s parameter is used to
determine if the packet should be processed. This is a lidt@afinels that are assigned to the node for reception.
Packet transmissions overheard on non-assigned chanitieievugnored. If the channel on which the packet



is received is listed in th&®ecei ve_on_Channel s parameter, and the packet is destined for the node, it is
passed up the stack. If the node is not the destination, ttlepmust be forwarded to the next hop.

When forwarding packets, one of two techniques is used terohitie the output channel for the packet;
label switching or frequency mapping. With label switchiegch packet carries a label that is used to determine
its path through the network. The label may be an IP addred8|RLS label, or a virtual channel ID. With label
switching, statistical multiplexing can be used to allow #haring of a single channel between flows. However,
the additional overhead introduced by the labels, as wethasoverhead introduced by switching apparatus
complexity, may not be acceptable in all situations.

Frequency mapping on the other hand, simply takes packetsvezl on one channel and translates them
to an output channel. The benefits of this approach are teadwiitch can be far simpler and there is no label
overhead. Unfortunately, flows cannot be multiplexed ovemgle channel, which in some cases results in a
scarcity of available frequencies.

In the FLIT_RELAY model, the boolean switch parametése_Label s determines which of the two tech-
niques is used. With label switching, the parameRebay _Chan_* _Dest i nat i ons are used. These func-
tion similarly to theTr ansni t _Chan_* _Dest i nat i ons parameters discussed above. The values are lists
of destination IP addresses that should be forwarded outti&cydar channel. When a packet is received,
the destination address is examined and the packet is seénwhochever channel has this IP listed in its
Rel ay_Chan_* _Dest i nat i ons parameter. When using label switching, overhead must becdatlleach
packet to model the label. The size of this overhead is segugieLabel _Si zepar anet er, and this
overhead is added to every packet by the originating nodenWwke _Label s is true.

If frequency mapping is used instead, tRel ay_Chan_* _Dest i nati onspar anet er s are ignored,
and theRecei ve_x _Qut _Channel parameters are used. These are one to one mappings wherde is t
channel the packet was received on and the value is the atitpohel for all packets received on *. When using
frequency mapping, the label overhead is not added to packegardless of the forwarding technique used,
the packet is sent after a delay determined byTthans| at i on_Del ay parameter.

2.3 Flits

While our preliminary simulations suggest that far lowecket latency can be achieved with our relay technique
than with convential 802.11 communication, even greatérsggean be seen with the introduction of flits. The
intuition behind flits is that a packet can be broken into $mpeces called flits, and these flits can then be
pipelined through a multi-hop network. This pipelining atslfurther reduces packet latency in comparison to
a simple store and forward approach as the different noadeg a multi-hop path can be processing parts of the
packet simultaneously.

In our model, the user can model both flit based and simple stod forward communication. Thdse_
Fl i t s parameter is a boolean switch that determines which apprigacsed. If flits are used, the user defines
the flit size using thé-l i t _Si ze parameter. With this, when a packet originates at a nodebitdken into a
number of flits ofFl i t _Si ze bits. If the packet cannot be evenly divided, the last flitasigled so all flits are
of equal size. The flits are then spread across the subclaohtile output channel, with flits being output to
the subchannel with the smallest queue size. In additidabél switching is used the label overhead is applied
to each flit, so the total size is determined by e t _Si ze andLabel _Si ze parameters.

The transmission of flits is identical to the transmissiorpatkets from the viewpoint of relaying nodes.
Flits are simply relayed on the appropriate channel, as wiserg packets. However, the destination node must
reassemble the packet which is then sent up the stack aftecdmplete. For this, a number of packet buffers
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Figure4: Possible Channel Models

are used that are populated when flits are received at thimatésh node. The buffers keep track of the number
of flits received for each packet, and when all flits are remgbifor a particular packet the packet is sent up the
stack.

2.4 Model Trade-offs and Discussion

There are two points of configuration that must be closelyemstdod to assure accurate modeling and best
performance. These issues concern the usage of subchanaeise effect of flit size.

With OFDM, a communication channel can be viewed as a siglamel composed of a number of subchan-
nels, or as a set of independent subchannels. This is dbestin Figure 4. In (a) and (b), flits are modulated
across all subchannels while in (c), entire flits are sendbsscindividual subchannels. However, the channel
utilization of these two techniques is only equivalent wiies number of flits is a multiple of the number of
subchannels. For example, if we have one flit and two sub&isnuosing independent subchannels will not
effectively utilize the channel as only one subchannel @i used and the other would stand idle. In contrast,
modulating across both subchannels would fully utilize ¢hannel and the packet will take half as long to
transmit. As load increases the channel utilization of tie techniques converge.

In most cases, modulating across multiple subchannelssrimdst use of the medium. Unfortunately, mod-
eling this in CPNET is not always possible using the standard radio commatinic model. In ®NET, a packet
can be sent to a single output channel. This is a fundamewi@élimg conceptin ©NET. To model modulation
of packets across a number of OFDM subchannels it is negetssaggregate subchannels into a single channel.
For example, in (a) the three independent subchannels vieutéplaced by a single channel with a data rate
and bandwidth equal to the aggregate of the three subclgarnneDFDM, however, packets can be modulated
over a number of subchannels that are not adjacent in fregugpace, as seen in (b). TheeMET channel
model does not allow this, as the interference model woulchipepromised. To illustrate, if we are to aggregate
the subchannels of (b) into a single channel, we must be alsletta single minimum frequency and bandwidth
value for the channel. This entails that the bandwidth mpahsacross all subchannels, and so interfere with
the intermediate, non-assigned, subchannels, or it mastagross only the upper two subchannels resulting in
the absence of realistic interference for the lower subcblriNeither of these is acceptable, and this led to the
usage of 48 independent subchannels.

As the OPNET channel model does not allow for the aggregation of mijaeent subchannels into a single
channel, it is necessary to assure the highest channehtitlin when using independent subchannels. This can
be achieved by transmitting very small flits across the ietejent subchannels, which more evenly spreads
the packet across the subchannels. However, every pacKetrissplit into a large number of flits, with a
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Figure5: OpNET Performance

proportional increase in simulation time. When using irefegent subchannels, a smaller flit size means better
channel utilization at the expense of longer simulatioretiffihis trade-off must be considered by the user.

There is an additional factor that must be considered wheidithg on the flit size. When using labels or
virtual circuits, every flit will incur the label overhead.sAlit size is reduced to avoid inefficiencies in subchannel
usage the label overhead begins to contribute significantlige total flit size.

3 Some performance studies using the simulator

To demonstrate the effect of varying flit size when using pefelent subchannels and subchannel aggregation,
a series of simulations was conducted for a seven node wsrebellti-hop network. For the simulations, no label
overhead was applied. In Figure 5, we show end to end delajtseshen using aggregated subchannels and
independent subchannels while varying the flit size. In thrikations, a traffic flow of 10 kb/s exists from each
of the nodes to node seven, and also a 10 kb/s flow from node seweach of the other nodes. The packet size
for all simulations was 1500 bytes. The longest path in thvokk was three hops, and consists of the path
30 — 54 — 17 — 7. The end to end delay results are shown for the traffic flongimating at each of the nodes
on this path. Additionally, results are shown for node thsdsich is a one hop neighbor of node seven and is not
responsible for relaying any traffic.

As can be seen when looking at the four leftmost graphs inrEBifuthe simulation results labeled Elitans,
where subchannels are aggregated, show little variatioenwising different flit sizes. In contrast, the results
when independent subchannels are used, labeledalits Subchans, show wide variation when using different
flit sizes and this discrepency increases with path lengthth W flit size of 500 bits the simulation using
independent subchannels performs far worse than any alser while using a flit size of 100 bits approximates
the results seen when using aggregated subchannels.



In addition to comparing independent subchannels and suneth aggregation, we performed experiments

for the same network using 802.11g and AODV. In the simufgti®ODV used the same routes as were used
for the relay simulation. The results for this can be seeménrightmost graphs of Figure 5. While there is an
appreciable difference between the two methods of sub&haisage, this difference pales in comparison to the
difference between these techniques and conventionabaddtworking. At best, the end to end delay seen for
the 802.11g network is nearly an order of magnitude grelhtar for our relay network; this is seen for the single
hop path from node three to node seven. When looking at thétseer the multi-hop case, node 30 to node
seven, the results are many orders of magnitude greatdrisiodse, discontinuities are seen which indicate that
packets were lost.

4

Discussion & Conclusions

These preliminary simulations suggest that for best resultten using the relay model, it is desirable to aggre-
gate the subchannels when they are adjacent in frequencg,spad use the smallest flit size that (simulation)
time allows when they are non-adjacent. From the compatis@02.11g, the initial findings suggest that an

OFDM based relay network could provide significantly begterformance than current 802.11 based solutions.
While these results are preliminary, they are promising @mcburage further research.
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