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INTRODUCTION,

As part of the EUCLID research project (Smolensky et al 88), we have
looked into a variety of possibilities for representing arguments. One of
the general goals of the EUCLID work is to develop a representation
scheme that will enhance people's ability to analyze arguments. It has
been suggested that schematic representation methods can be used to
capture that goal. The desired benefits are in the following areas: (1) a
person constructing such a representation for an existing argument may
achieve a deeper understanding of the argument, (2) a person using an
existing schematic representation may achieve a deeper level of
understanding of the argument than they would with a standard prose
representation, and (3) a person constructing a new argument may
create stronger arguments as a result of using a schematic
representation.

While our results have bearing on all three of these areas, we focussed
specifically on the second one. In exploring this idea, we used the point
~of view of supposing that a good schematic representation of an
argument would enable someone looking at the argument to pick out
weaknesses in the argument more easily than could be done with a
typical prose representation. We proceeded to apply three specific
representation methods to two different arguments that we selected
from articles in scientific journals. The articles were chosen on the basis
that both presented somewhat involved arguments for given positions,
both of the positions argued for left some open questions, the articles
were from different academic areas, and there was a body of followup
developments in the relevant literature for both articles.

The rationale for pursuing this approach rests in part on the fact that a
representation method that does enhance- people's analytic abilities
would be of obvious practical use in fields such as academia, debate, and
law. Also, the finding that a given representation helps in a cognitive



act like argument analysis would have implications for psychological
questions about how people perform such acts, and might well lead to
more generalizable conclusions about ways to construct user interfaces
to computer systems.

ARGUMENTATION LITERATURE,

There is a well developed academic interest in the area of
argumentation, as evidenced by the writings of scholars from a variety
of backgrounds (Anderson and Dovre 68) (Barth and Martens 82) (Cox
and Willard 82) (Fogelin 87) (Golden and Pilotta 86) (vanEemeren et al
84). Much of the interest stems from those who are primarily interested
in the study of rhetoric, and who trace their interest back to Aristotle's
analysis of rhetoric. There are also people whose main academic
interest is in philosophy, communications, law, and speech.

Two of the most influential modern scholars in this area have been
Toulmin (Toulmin 58) and Perelman (Perelman and Olbrechts-Tyteca
69). Although they take different approaches in their respective
analyses of argument, both are known for having mounted an attack on
what can be viewed as the dominance of deductive logic as the
paramount model for good argument. It should be noted that although
both of them have been widely cited, both have been subjected to as
much criticism as praise. The general consensus seems to be that while
it is desirable to understand the workings of nondeductive arguments,
Toulmin and Perelman both went too far in the direction of attacking the
role of deductive logic. Toulmin is particularly noted for having set
forth a graphical model of arguments, Wthh is one of the three schemes
we have explored.

There have been three basic approaches to modelling arguments. The
most common approach has been to base a given model on some form of
formal deductive logic. Another approach has been to propose a variety
of different kinds of arguments, each of which has its own peculiar
characteristics. This approach is used by Perelman. Toulmin takes the
third approach, which is to propose a graphic representation scheme
which he asserts can be used to represent all argument types.

In Toulmin's model an argument is graphically represented through use
of a schematic in which there are three necessary parts: (1) data, which
support (2) a claim, where the support is justified by (3) a warrant. In
addition to those basic parts, there can be qualifiers of the claim like
"probably"”, there can be backings which further justify warrants, and
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there can be rebuttals which act to restrict the applicability of the claim.
Each individual argument scheme can be linked to other arguments as a
datum, warrant or the like for that argument.

Toulmin's model has been much discussed by people in the
argumentation field (Brockriede and Ehninger 60) (Burleson 79) (Cooley
59) (Manicas 66) (McCroskey 65). The discussions have ranged from
those who have tried to demonstrate the value of the model by showing
how it might be used with real arguments, to those who are critical of
the model's ability to be of any real general use. The critics point to
ambiguities in trying to discriminate for real arguments between the
data and the warrants, as well as to the fact that Toulmin himself seems
to have viewed the model as only a tentative proposal that he did not
return to in his later work(Cowan 64). However, it can be noted that
Toulmin did use the model at least once more in (Toulmin et al 1979). It
has also been suggested that this scheme can be of only limited value for
analysis because the model does not lead to the production of unique
representations for given arguments (Cooley 59). The Toulmin structure
is currently being used in research work by (Marshall 87,89).

One of Toulmin's critics suggests that a problem with Toulmin's approach
is that it has too many argument parts (Cowan 64). Cowan suggests that
the only essential parts of an argument are premises and conclusions.

There seems to have been little work done in the area of obtaining
empirical evidence as to what kinds of argument models might help or
hinder people's understanding of arguments. The work we have
discovered, has suggested that there is little observable difference in
people’s ability to recall an argument based on changing sentence order
(Bettinghaus 86). Although one can find occasional intuitively based
claims to the effect that graphical argument representations would aid
comprehension (Kneupper 78) (Brockriede and Ehninger 60), we have
found no actual references to experimental data to support that claim.

There has been one report, however, that has suggested the generation
of insights into arguments directly related to the use of a graphical,
hypertext based representation system. (VanLehn 85) indicates that in
the course of using NoteCards to represent a lengthy argument he had
two incidents in which he believes the use of the tool led to significant
new insights. In one case, he was led to observe a major flaw in his
argument analysis. In the other case he was led to develop a new kind
of representation of the knowledge in argument structures.



As a related matter, (Hample 82) discussed his view that there should
be increased efforts to develop mathematical models of argumentation.
He distinguishes what he means by "model" from "diagrams.” In his
analysis, diagrams are the kind of schematic representations that we
have investigated and that we sometimes refer to as "models.” He
suggests that diagrams have their uses, but do not get at the nature of
arguments in the deeper way he envisions for models.

METHOD.

The two principal arguments we have used have been about the
verifiability of computer programs (Fetzer 88), and about the density of
tree species in tropical forests (Janzen 70). -Author Lewis worked with
the Janzen article, while author Hair worked with the Fetzer article.

One of the representation schemes is based on a hypertextlike model of
arguments being developed under the EUCLID project (Smolensky et al

88). This representation method relies on breaking an argument up into
a series of claims. The claims are related to each other by "support" or

"refute” links.

The second scheme uses the Toulmin structures referred to above. We
only made use of the three basic parts of that structure, namely the
data, claim, and warrant.

Our third scheme consisted of representing the arguments as Prolog
programs. Unlike the other schemes, this one requires a full
formalization of the argument, and in principle permits some checks on
the- correctness of an argument to be made automatically. Also, this
scheme is the only one that is not graphical.

In developing the various representations, the two investigators used a
different order. Lewis began with the Prolog model, then went to the
Toulmin model, and concluded with the EUCLID model. Hair began with
the EUCLID model, then worked on the Toulmin model, and concluded
with the Prolog model. In both cases, the investigators relied heavily on
the first representation they developed to guide work on the following
representations.

While doing the original work both investigators made efforts to use the
EUCLID prototype that had been developed on a Symbolics machine.
That prototype was version 2 of EUCLID. However, both ended up
abandoning that effort and using other means to simulate the EUCLID



output. Lewis' simulation was not patterned strictly after the way
EUCLID version 2 represented arguments. Hair's simulation was quite
close to the actual EUCLID version 2 layout. A subsequent version of
EUCLID proved to be more usable. That prototype is version 4 of
EUCLID. A representation of the Fetzer argument was successfully
created using EUCLID version 4.

THE JANZEN ARGUMENT,

Summary of Article.

Janzen notes that in tropical forests individuals of any given tree species
are widely scattered rather than clumped together. He proposes that
that diversity of tree species in tropical forests is due to the action of
species-specific predators in killing seeds and juvenile trees near adult
trees of the same species. Juveniles can escape predation in two basic
ways. They will escape if their predators are few at appropriate times,
and Janzen hypothesizes that is what happens in temperate forests.
They can also escape predation if their species invades an area in which
its predators are not present.

Prolog Representation.

The Prolog statements for the Janzen article are shown in Figure 1.
These statements permit the conclusion to be drawn that there is more
likelihood of low density of adult trees in tropical than in temperate
forests. That is, the statements are logically sufficient to explain the
pattern of distribution Janzen seeks to explain. In the course of
preparing this representation the following observations were made.

The order of presentation makes the argument difficult to follow. One
difficulty is that Janzen presents analyses of various cases of predation
and seed dispersal, but these analyses are not linked to the main
argument. Another problem 1is that the hypothesized difference between
tropical and temperate forests, which is crucial to the argument, appears
only near the end of the paper. Lewis assumed through more than one
reading that the crucial difference between these habitats was the
prevalence of host-specific predation. The discipline of composing a
logically adequate representation of the argument forced the discovery
of the structure without regard to order of presentation.

Janzen presents in diagram form part of the argument in which
quantitative relationships among seed dispersal, predation, and survival
are developed. The reader became suspicious that certain relationships
which were supposed to be multiplicative might actually be shown as



additive in the diagrams, an easy mistake to make in dealing with
graphs, and that consequently some of the relationships inferred might
be wrong. Figures 2 and 3 show two representations of the relationship
between seed numbers and distance from the parent. In Figure 2 the
lower curves are derived from the upper ones by subtracting a fixed
number at each distance, while in Figure 3 the lower curves represent
constant fractions of the upper curve. Figure 2 resembles Janzen's hand-
drawn curves, but the multiplicative relation in Figure 3 seems the
appropriate one: reducing the seed crop should cause approximately a
proportional reduction at each distance from the parent. The Prolog
representation did not help clarify this matter; instead it simply
provided a framework in which to state the (putative) conclusions from
the diagrams. On the other hand, though Janzen does draw some
apparently erroneous conclusions from these curves they do not figure
in the main line of the argument.

A key step in the argument links low survival of juveniles near adults to
wide spacing of adults. This conclusion seems doubtful, since it could
happen that a number of juveniles could mature as a cluster far from
any adult and then become a cluster of adults. The Prolog representation
forces a clear statement of this step in the argument, but does nothing to
flag it as questionable or to suggest (as done here) how it could fail to be
“sound.

Another weak point in the argument occurs in developing the assertion
that juvenile trees in temperate forests can escape predation because of
fluctuations in the numbers of predators due to seasonal or climatic
variation. It is necessary to assume that trees can reproduce at times of
few predators, which Janzen notes as a premise but does not mark as
questionable. The form of the required Prolog representation highlights
the strength of the required assumption. Thus, the existential assertion
of times with few predators naturally involves a constant denoting such
a time, which must then figure in an assertion about possible times for
reproduction.

The argument here seems weak on other grounds as well, since
presumably it is not sufficient simply for a tree to reproduce at a low-
predator time. The juveniles must mature encugh to be invulnerable to
the predators when they return. Janzen does not develop this issue. The
Prolog representation did not assist in noticing this point in any direct
way. '



The Prolog representation was inconvenient or clumsy in a number of
respects. It appeared necessary to represent a number of general rules
of inference to connect otherwise isolated assertions. An example is the
rule: if X produces Y and Y produces Z, then X produces Z. However,
many of the general rules of inference are clearly unsound in general.
For example, a rule was formulated that if factor A produces factor B,
and if habitat H1 has more of factor A than habitat H2, then HI1 has
more of B than H2. Each rule seemed reasonable in some cases, including
those in which it would be invoked in this argument, but not
unconditionally correct. This problem poses a dilemma for the argument
critic examining the Prolog representation. Throwing out any rule that is
not unexceptionable would throw out the argument, even though it
might in fact be sound. But leaving questionable rules in is to trust that
all applications of them in the argument are sound, which cannot be
easily confirmed.

Checking the logical sufficiency of the representation turned out to be
problematic for reasons not anticipated. Just showing that one can infer
that low density is more likely in the tropics than in temperate forest is
not enough: it could (and did) happen that this conclusion is reached in
error by inferring that low density is true of the tropics and failing,
because of a mistake in the representation, to show ‘the same for
temperate forest. Since Prolog uses the negation-as-failure principle, in
which failure to be able to prove something is taken as establishing its
negation, errors can easily produce spurious negatives, which in turn
lead to spurious, though not necessarily incorrect, conclusions. In short,
the Prolog representation can easily produce the correct overall
conclusion on false grounds, and testing of various subsidiary inferences
was  necessary to gain confidence that the representation was in fact
capturing what was intended.

As an example of these difficulties, in an early version of the
representation it was asserted that tropical forests had large numbers of
seeds close to the parent tree. Failure to assert this same fact for
temperate forests meant that spurious contrasts were inferred. In
particular, it was possible to prove both that low density was more
likely in the tropics and that it was less likely. Thus, the omission of
information about seed numbers permitted the inference that low seed
numbers near the parent, which would produce low density, was more
likely in temperate forests.

These difficulties, and a general difficulty in seeing what the Prolog
inference process is doing, reflect the fact the the Prolog representation



is not really a representation of the argument but rather a
representation from which the argument can be automatically recreated.
The recreated argument, the proof which Prolog constructs internally, is
not shown explicitly and is hard to check. A formal representation in
which a trace of the argument is explicitly created as part of building
the representation might be an advance.

Another limitation of the Prolog representation, which was not crucial
for this argument in the end, though it appeared relevant in earlier
stages of comprehending the argument, is in representing multiple
arguments with the same conclusion. In logic multiple proofs of an
assertion are redundant, and do not increase confidence in the
conclusion, while in practical discourse multiple lines of inference often
increase the force of an argument. It would presumably be possible to
construct an inference system, even within Prolog, that would count the
number of distinct arguments leading to a given -conclusion.

A final difficulty with the Prolog representation arose in linking
representations of separate parts of the argument. In particular, part of
the argument deals with predation in general and how it can be escaped
temporarily, and part deals with the effects of host-specific predation in
particular on survival near the parent. The Prolog representation
created here did not explicitly model the interplay of these effects but
simply asserted that high predation, in the absence of escape, leads to
low survival. This way of joining the pieces of the argument works but
leaves a possibly important part of the argument incompletely
examined. '

Toulmin Representation.

The representation of the argument in Toulmin structures shown in
Figure 4 was constructed from the Prolog representation just described.
Even though a fresh analysis was not made, some new points emerged.
First, it became apparent that the Prolog representation had failed to
capture the highest level structure of the argument, leading to the
conclusion that predation explains tree species distribution in the
tropics. The Prolog representation demonstrated a crucial part of this
argument, namely that appropriate assertions about distribution could
be derived from assertions about predation, but the step from that
demonstration to a conclusion about explanation was not represented.
This point is of some importance in view of later discussion of the Janzen
paper in the literature, where the identity of the top-level claim of the
paper is an issue.




The exercise of building the Toulmin representation led directly to this
revision of the representation as built in Prolog. In the Toulmin form
the top-level claim must be represented explicitly, whereas in the Prolog
representation the top-level claim is not part of the representation but
is presented as something to be proven, which can be (and was, in this
case) specified later.

Once the top-level claim and immediately supporting argumentation are
identified they can be seen to be weak. To show that host-specific
predation causes sparse distribution one has to show that in all cases in
which sparse distribution does not occur host-specific predation is
absent or overridden in its effects. The paper argues this result for
temperate forests, for mangrove forests, and for some particular species
that occur without their predators, but obviously it cannot deal with all
such cases. Further, even if all cases were dealt with it could be that
some other factor, with a similar distribution, is instead the cause.

Since the Toulmin representation is not formal, some steps in the
argument could be expressed more naturally in this form than in the
Prolog form. In particular, it was not necessary to state general
inference rules about predicates like "more" and "produces”, which were
seen as problematic in the Prolog representation. Rather, specific
applications of such rules were used only when needed.

The Toulmin representation shows the structure of the argument
explicitly, unlike the Prolog representation, so it is easier to check. On
the other hand, it is not easy to explore what could be, but is not,
concluded about temperate forests. As was noted above, errors in the
Prolog. representation were detected by showing that unintended
inferences were possible; no comparable check seems possible in the
Toulmin form.

EUCLID_ Representation.

Figure 5 shows a graphical presentation of the Toulmin analysis. This
can be seen as a simple application of the EUCLID representation, where
the only relationship between claims is support. The Toulmin distinction
between datum and warrant is discarded, and the graphical presentation
makes it easy to display overlapping Toulmin structures without
redundancy, but otherwise this representation is equivalent to the
textual presentation in Figure 4. The graphical presentation seems quite
readable, at least for an argument of this scale. The following issues
arose in preparing it.




Packing the diagram into a small space is important. The facilities in the
EUCLID version 2 were clumsy to work with (entry and connection of
claims was awkward) and the graphical layout constraints it
implemented were too rigid (for example support relations were always
mapped to indentation, making it difficult for a claim to support more
than one other claim). The figure shown was produced not using EUCLID
but rather Claris MacDraw running on a Macintosh computer. Facilities
to tie connections between claims, and to provide automatically-sized
borders for claims, and to rearrange the resulting tree, would have
eased the task. However, even without these facilities it was not
difficult to prepare the new representation from the Toulmin
representation.  On the other hand preparing the representation from
the text of the article without this support would have been tedious
because of the need to rearrange and re-edit claims repeatedly.

EUCLID version 4 no longer uses built in constraints to layout the claims,
nor does it use indentation to show support. In the new version the
user has complete control over positioning of the claims. Relationships
like support are indicated by labeled lines comnecting the relevant
claims.

As with the parent Toulmin representation, this representation is
passive. There is no system in the background capable of displaying
selected portions of the argument, for example unsupported claims. In
the EUCLID design a graphical representation like that in Figure 5 would
be backed by an internal representation called ARL which would be
used to format the display and to support selective viewing.

It is not clear that such facilities would contribute much in this case
study. The graphical layout makes spotting unsupported premises fairly
easy, at this scale. The value of at least manual override of formatting in
packing the representation into a small space may outweigh the
convenience of automatic layout for complicated argument structures.
Further, no complicated structures, for which ARL might provide useful
discipline, were used in this example.

As noted, this graphical representation was produced from the Toulmin
representation, which in turn was produced after the Prolog
formalization was constructed. We have already noted that this probably
artificially reduced the value of higher-level tools for editing the
representation. It may also have masked another problem with less-
structured representations: the problem of choosing an appropriate
level of granularity for the analysis. =~ What is to prevent the analyst
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from producing a trivial representation with just a few claims connected
together, like that in Figure 6? It might appear that the more structured
Prolog and Toulmin representations would force a deeper analysis.

On reflection, however, this seems not to be the case. Figures 7 and 8
show Prolog and Toulmin versions of the reduced representation in
Figure 6. The missing warrants in the Toulmin diagram, and the
questionable use of a claim as a warrant in the last structure, signal that
- something has been left out of the unconstrained diagram. However, it
is easy to see that these problems could be dealt with without making
the representation much more complete or detailed, simply by adding
trivial warrants like "There is high predation near adults unless there is
escape.” oo

There is nothing to stop the analyst from producing such reduced
representations in any of these schemes. The check on the analyst seems
to be an internal one: at what level is the analyst satisfied that the
interesting issues in the argument have been captured?

THE FETZER ARGUMENT.

Summary of Article.

Fetzer's argument is two-pronged. He argues that there are fatal flaws
in an earlier argument by (DeMillo et al 79) to the effect that computer
programs are not susceptible to absolute verification. The idea of
absolute verification relates to the idea of being able to absolutely
guarantee that a program will operate correctly, as opposed to an idea of
relative verifiability in which program correctness is only expressed as a
probability of correctness. Fetzer does agree with their conclusion and
he goes on to present his own argument as to why that conclusion is
correct. While presenting these arguments, Fetzer also presents
arguments as to why it is important to argue about absolute
verifiability.

EUCLID Representation.
The EUCLID version 2 representation of the Fetzer article appears in

Figure 9. In constructing this model Hair used the Claris MacPaint
program running on a Macintosh computer. The EUCLID version 4
representation is given in Figure 10. '

The EUCLID model of argument seemed useful in focusing the user's
attention on the underlying structure of the argument. The resulting
argument schema did not appear to be particularly useful as a means of
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presenting the argument to a third party, however. What results from
representing a lengthy argument in EUCLID tends to be simply a lengthy
series of text boxes which do not seem particularly better than a prose
representation. Moreover, here again there is the possible problem
arising from the fact that there is no one correct way to represent an
argument with the model, so it seems unlikely that a given person's
model will necessarily be useful to other people.

It was while working on the EUCLID representation that Hair perceived
a previously unnoticed problem with Fetzer's argument. The problem
lies in the fact that at two points in the paper Fetzer seems about to
assert that not even relative verifiability can be achieved for programs.
However, he does not actually reach that conclusion. The problem lies in
letting a possibly unwary reader finish the article thinking that a
conclusion had been reached that had not been reached. In fact, much
of the later correspondence in CACM about this article center on people
in part seeming to think that Fetzer had argued that even relative
verifiability was not possible (CACM, March, April, July, August 89)
(Dobson and Randell 89).

Toulmin Representation. »

The Toulmin representation of Fetzer's article is shown in Figure 11.
The use of the Toulmin structures was similar to using the EUCLID
model to represent arguments. A further observation about the Toulmin
structures is that they do not readily lend themselves to showing
possible interrelationships between arguments. Thus, the structure
suggests the need to break down large arguments into what might be
thought of as microarguments, or individual pieces of self-contained
argument. Although the pieces can be used as data, warrants or the like
in other argument structures, it did not seem natural to link up all parts
of the overall Fetzer argument in this way. Moreover, there simply does
not seem to be any way to link together discussions of opposing
arguments.

It became necessary to set forth a series of unconnected argument
pieces. Thus, it was possible to connect together the separate arguments
Fetzer gives about why (DeMillo et al 79) had incorrect arguments, but
there was no direct way of using Toulmin structures to connect together
arguments for and against a given position. Also, there was no clear
way to connect the argument about why the main argument was
important to the other arguments.
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In using the Toulmin structures, it seemed clumsy to force there to
always be the three necessary parts: data, claim, and warrant. It
appears that there are arguments constructed such that it would be
natural to leave out one or another of those parts. Also, decisions as to
which part was which tended to be somewhat arbitrary. This
observation agrees with those critics of the Toulmin structure who argue
that the distinction between data and warrant is ambiguous. In
addition, no use at all was made of the backing, rebuttal, or qualifier
parts of the structure.

Prolog representation. ;

The Prolog representation of the Fetzer article is in Figure 12. Prolog
representations seem inherently difficult for an- outside person to
comprehend. In fact, a problem with all of the three representations
produced may lie in the fact that decisions as to how to rtepresent the
parts of an argument tend to be subjective, so that even in using the
same model it is unlikely that two people would represent an argument
the same way. Thus, a question arises as to whether another person's
comprehension would be aided by a representation that is different
from what their own independently produced representation would look
like. The specific problem with a Prolog representation is that the
argument parts are necessarily made cryptic, which eliminates a lot of
semantic information and is generally not easy for people to follow.

On the other hand, Prolog does offer a very concise method of
representing the underlying structure of an argument. Also, the Prolog
representation can be used as an actual program which can be executed
to test the validity of various assumptions.

As with the Toulmin structures, it appeared quite difficult to link
together different parts of the argument. Thus, the program wound up
as basically three separate parts: one for the argument about the
arguments of (DeMillo et al 79), one for the main argument, and one for
the argument about why the overall argument was important.

It was while working on this model that an insight into the overall
structure of Fetzer's argument was realized. In reanalyzing Fetzer's
attack on the arguments of (DeMillo et al 79), it occurred to Hair for the
first time that Fetzer actually uses part of their argument to lead into his
own discussion of what he thinks the proper argument should be. What
he does is to make a somewhat subtle argumentation move in which he
points to their refusal to equate algorithms with programs, gives what
he views as the correct reasoning for making such a distinction, and then
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uses that distinction as a central ground for concluding that absolute
program verification is impossible. '

Another insight realized while using the Prolog model was that Fetzer
seemed to play a little loosely with ideas about complexity. At one point
in arguing that (DeMillo et al 79) had a weak argument, he notes that
they had argued in part that programs were too complex for formal
verification to work. He suggests at that point that one can picture two
kinds of complexity in programs, one relating to a patch-work quality
resulting from the incorporation of things like error messages and user
interfaces and one relating to programs that may simply be complex
because they are large, but straightforward, aggregates of smaller
programs. At the point where he criticizes them, he says they are only
looking at patch-work complexity but that such complexity can be
hypothesized away for purposes of discussion. The implication is that
the more straightforward kind of complexity can be dealt with to
achieve absolute verification.

He goes on to argue that even where there is no patch-work complexity
the conclusion remains that absolute verifiability is an impossibility.
However, he makes his argument by effectually positing what can only
be viewed as another kind of complexity, namely the complexity of the
environment. His argument is to the effect that for causal models like
programs there is simply too complex a real world environment to
permit the possibility of absolute verifiability, although he does not
phrase the argument in quite those terms. Thus, he refers to factors in
the environment concerning the actual hardware being used, operating
systems, compilers, and so forth.

A possible criticism, then, is that he might have strengthened his
discussion if he had focused more on what he himself was saying about
complexity. On the one hand he argues that complexity is not the real
problem, but then it appears that complexity really is the problem.

Further observations,

As noted at page 10, Fetzer's argument has two goals. It is in part this
split approach that led to some of the problems Hair had in using the
three schemes for modelling the argument. It seemed preferable to set
forth the argument parts in a single structure in order to capture the
fact that there is a relationship between all of the parts. However, it
only seemed possible to achieve a single structure by using the EUCLID
model. The result was achieved simply by stating the main claim as a
claim of two things being true. The EUCLID structure is then elastic
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enough to permit fitting all of the other argument parts together. Thus,
in EUCLID it is only necessary to imagine all claims as either supporting
or refuting some other claim, where one can allow the notions of
“support” and "refute" to take on rather imprecise meanings.

This flexibility solved a particular problem that Hair only realized was a
representation problem when he proceeded to try other models. The
problem lies in the fact that a part of the Fetzer argument is an
argument about the argument. Thus, he argues that the argument about
the possibility of absolute verifiability is important both because there
are computer scientists who believe that it is possible, and because the -
consequences of believing that it is possible are important. While this
argument seemed to fit in more or less naturally as an argument in
support of the main claim in the EUCLID model, as discussed above it did
not fit so neatly in other models.

One of the main observations Hair reached while doing these
representations, and particularly while working on the EUCLID model, is
that Fetzer's argument seemed to skip around somewhat. Thus, in
developing the EUCLID representation Hair worked up a simulation of
the EUCLID structure using MacPaint and appended page numbers to the
various claims (see Figure 9). Although for the most part the claim
order seems to match the page order, there are a few points where it is
quite clear that the page order diverges a lot from Hair's view of how
the claims are interconnected.

Three specific problems with the argument arose because of this failure
to order the text so as to have related claims discussed together. One
initial problem with the argument was in seeing how the concluding part
of the article really fit into the overall argument. That is the section of
the article in which Fetzer discusses the possibly disastrous results that
could come about in real life applications if people erroneously believed
that absolute verification was achievable. It was only in reflecting on
the fact that the first part of the article seemed to be a justification of
the importance of the topic that it appeared that the last part is aimed at
the same thing. The other part that caused trouble was in trying to see
if Fetzer was basically equating relative verifiability with inductive
reasoning. The conclusion is that he does equate them, but he never
really says that and the parts of the discussion about inductive
reasoning and relative verifiability are separated. The third problem
relates to the complexity problems discussed above. . Again, since the
relevant parts of the discussion were not in proximity it took longer to
see the connection than might otherwise have been the case.
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FOLLOWUP LITERATURE ABOUT THE TWO ARTICLES.

Subsequent developments concerning Janzen's article.

A number of subsequent papers have commented on Janzen's work,
permitting a comparison between weaknesses detected by argument
analysis with weaknesses noted in the literature. None of the
weaknesses found in our analysis, or for that matter any other, is
explicitly referred to in follow-on papers. The commentary does suggest
revisions to Janzen's analysis which relate implicitly to the points turned
up here.

Papers by (Hubbell 79) and (Connell 78) argue that disturbance of
forests, not predation, is the dominant determinant of species
distribution. This approach is essentially the alternate cause argument
anticipated above. These authors do not criticize Janzen's argument but
simply argue that the effects Janzen discussed are swamped by more
powerful forces. The paper by (Hart et al 89) discusses a tropical forest
in which a single species dominates, and suggests that it differs from
neighboring diverse forest in the recency of major disturbance. This
approach picks on the incompleteness of the causal argument in not
dealing with all cases in which sparse distribution fails to. occur.

Papers by (Connell 84) and (Clark&Clark 84) present data suggesting
that density of juvenile trees, not distance from the parent, affects
juvenile survival, despite Janzen's emphasis on the latter even when
considering density-specific predation. Here again the commentators are
not criticizing Janzen's argument but rather are suggesting that other
influences are at work.

Hubbell attacks Janzen's top-level argument by criticizing a premise
rather than the argument itself. Hubbell suggests that tropical forests in
fact do not show the uniform scattering of species Janzen describes, but
are instead clumped to some degree. Since this approach is an attack on
a premise it is clearly inaccessible to argument analysis. Interestingly, it
is possible that Janzen's model would actually produce the distribution
Hubbell reports, and not that Janzen expects, because of the possibility
of clumped juveniles noted above.

The Clarks reconcile Janzen's argument with later, apparently contrary
data in an interesting way. They write as if Janzen was not trying to
explain the distribution of forest trees, which he clearly was, but was
simply describing a process by which predation could influence survival
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of juveniles. This more limited claim is clearly much easier to support
than the actual top-level causal claim. The Clarks' interpretation is thus
a generous one. It seems quite appropriate for scholars to seek to
salvage valid, if more limited, claims from papers rather than focussing
on refuting assertions that are too general. To the extent that argument
analysis emphasizes criticism of claims interpreted literally it could be
damaging to inquiry.

Data gathered after, and in some cases because of, Janzen's paper show
that the actual determinants of species distribution are very variable.
Different tree species behave differently. Indeed, one can see it as
hopeless to attempt generalizations, as Janzen did, about the "tropical
forest”. Argument analysis does not seem to help in identifying this kind
of difficulty, other than making the scope of generalizations used in the
argument obvious.

Further Correspondence About Fetzer.

The Fetzer article led to a large volume of responses in later volumes of
the Communications of the ACM (CACM, March, April, July, August 89)
(Dobson and Randell 89). Interestingly, a number of the responses
strongly attacked Fetzer without seeming to really address his
argument. There seemed to be a feeling that Fetzer had suggested that
program verification was of no value whatever. In answering these
criticisms, Fetzer notes that he made no such claim and that he
specifically allowed for program verification to have the ability to
provide relative verifiability. There seem to be three likely reasons for
the critics to have apparently missed this point. First, as some of the
people more sympathetic to Fetzer have suggested, people deeply
engaged in a given field may tend to overreact to any kind of criticism.
Second, as discussed above, there are points in the original article where
it seems that Fetzer is going to suggest that even relative verifiability is
not possible even though he does stop short of actually saying that.
Third, the tone of the article is highly critical of program verification and
there is no place in the article itself where Fetzer directly concedes that
there is any value to such research.

Another dominant theme of Fetzer's critics is to dismiss his main
argument as obvious and unimportant. Thus, most of them apparently
concede that absolute verification is not possible. They assert that no
one seriously believes that it is possible so that there is no point in
arguing about it. Therefore, they are really arguing agamst Fetzer's
argument about why his argument is important.
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CONCLUSIONS.

The Representation Schemes.

(1) Prolog.

Our interest in using Prolog to represent arguments stemmed from the
facts that Prolog itself is based on formal logic, and that such
representations would be subject to automatic consistency checking. In
practice, the use of Prolog proved disappointing.

Even though Prolog is based on formal logic, it was necessary to
separately program various rules that do not directly flow from Prolog's
internal logic. While this effort led to increasing our awareness that the
arguments relied on such rules, it was cumbersome to have to make the
rules explicit. Moreover, the need for these rules added to the general
problem of the representation requiring too much effort in formalizing
uncontroversial parts of arguments. -

Prolog representations are concise, but probably too cryptic for third
parties to use them with any facility. The automatic checking is not
adequate. It would be desirable for Prolog to be able to display proof
structures. Prolog is the only scheme of the three we used that does not
render a graphical representation.

(2) Toulmin structures.

Unlike the Prolog schemes, Toulmin structures led to the need for stating
a top level claim, and in the case of the Janzen argument the statement
of that claim led to revising the Prolog representation. Also unlike the
case with Prolog, the Toulmin structures establish an explicit graphical
representation. Because this representation method is not formal, it is
easier to express a variety of ideas.

On the minus side, Toulmin structures have no inherent automated
checking facility. There were problems noted in connecting different
parts of a large argument into a unified structure. It was somewhat
clumsy and arbitrary trying to break up arguments into the
data/claim/warrant constituents. Finally, it turned out that neither of
us used any of the parts of the Toulmin structure other than the data,
claim, and warrant.

(3) EUCLID. |
Many of the observations about the Toulmin structures apply to the
EUCLID scheme. Here too a top level claim was needed, there is a
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graphical representation, and it is easy to express ideas. Also, there is
no automated checking. )

However, the EUCLID scheme was simpler than the Toulmin structures.
That simplicity made it relatively easy to link together the entire body
of large arguments. There was also less arbitrariness in dividing the
arguments up into pieces, since here the omly pieces are claims and
relations between claims. These observations about the power or
representation resulting from simplicity can be seen as reflecting the
argument of (Cowan 64) that only two parts are needed to represent
arguments.

Benefits to_Users.

(1) Person building representation of existing argument.

In using these models to represent arguments we did develop
increasingly deeper personal analyses of the arguments. However, we
cannot directly attribute specific new insights to specific models. It may
simply be the case that any kind of in-depth analysis effort would lead
to similar insights. On the other hand, it may be worthwhile to conduct
empirical work designed to test whether particular schemes lead to
particular ways of understanding arguments.

(2) Person using an existing representation.

We find it doubtful that the representations we constructed would assist
a third party's analysis of the arguments. As noted above, the Prolog
representations are extremely cryptic, but it is also true that all three
representations are somewhat cryptic. Moreover, in all three cases the
representations were subjective, which suggests that others might not
find that the representations capture their own analytic insights.

We do not conclude that it is hopeless to construct representations that
could aid third party analysis. However, we do conclude that
considerable effort would be necessary in order to overcome these
problems.

(3) Person creating a new argument.

Since we did not create new arguments using these schemes, our
evidence about this area is indirect. It appears that the use of schematic
representations could have significantly improved the presentation of
the arguments. Thus, the analysis required for using these schemes led
to clarification of what the issues actually were, and of how the issues
related to each other. However, we had no results of the type reported
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by (VanLehn 85) where he attributed the acquisition of particular
insights to the use of his particular representation scheme.

Follow-up Literature.

In general, the argument weaknesses we turned up while developing
our representations are not reflected in the follow-up literature in that
even direct critics of the arguments do not criticize them for the
weaknesses we found. However, the insights gained in the
representation process were useful in understanding how the
subsequent commentary related to the arguments.
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/*formalization of Janzen on tree distribution*/

[*rules for comparisons between habitats*/ :
/*these are marked i for internal to allow unmarked name to be
used elsewhere for facts*/

imore(X,H1,H2):-more(X,H1,H2).
imore(X,H1,H2):-produces(Y,X),imore(Y,H1,H2).
imore(X,H1,H2):-ihas(H1,X), not ihas(H2,X).
imore(and(A,B),H1,H2):-imore(A,H1,H2), not imore(B,H2,H1).
imore(and(A,B),H1,H2):-imore(B,H1,H2), not imore(A,H2,H1).
ihas(H,X):-has(H,X).

ihas(H,X):-produces(Y,X),ihas(H,Y).
ihas(H,and(A,B)):-ihas(H,A),ihas(H,B).

ihas(H,not(X)):-not ihas(H,X).

ihas(H,X):-more(X,H,Hp).

/*use gqmore, ghas to ask about conclusions*/
gmore(X,H1,H2):-imore(X,H1,H2).

ghas(H,X):-ihas(H,X).

/*facts about connections among aspects of habitats*/

produces(weather_change,predator_fluctuation).

pr'oduces(predator_,_fluctuation,times_with_fewmpredators).

produces(times_with_few_predators,few_predators(goodtime)).

produces(and(few_predators(T),trees_can_reproduce(T)),
juvenile_trees_escape).

produces(and(high_predation(D),not(juvenile_trees_escape)),
low_survival(D)).
produces(host_specific_predation,high_predation(close)).
produces(low_survival(D),low_adult(D)).
produces(low_seed(D),low_adult(D)).
produces(low_adult(close),low_density).

[*facts about the habitats*/

/*assume*/

has(H,trees_can_reproduce(T)).
‘has(tropics,host_specific_predation).
has(temperate,host_specific_predation).
has(escapees_on_tropical_islands,not(host_specific_predation)).

more(weather_change,temperate,tropics).
more(weather_change,temperate,escapees_on_tropical_islands).

Figure 1-1. Prolog Representation of Janzen Article
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Dartum: There is weather change in temperate forest.
Warrant: Weather change produces predator fluctuation.
Claim: There is predator fluctuation in temperate forests.

Datum: There is predator fluctuation in temperate forests.
Warrant: Predator fluctuarion produces times with few predators.
Claim: There are tmes with few predators in temperate forests.

Daturn: There are times with few predators in temperate forests.
Warrant: None.
Claim: Trees in temperate forests can reproduce at times with few predators.

Dartum: Trees in temperate forests can reproduce at times with few predators.
Warrant: Reproducdon at times with few predators produces escape.
Claim: Trees in temperate forests can escape predation.

Datum: There is high seed near adults in forests.
Warrant: High seed produces high survival unless there is high predation.
Claim: There is high survival near aduits in forests unless there is high predation.

Datumn: There is host-specific predation in forests.
Warrant: Host-specific predadon produces high predation near adults unless there is escape.
Claim: There is high predation near adults in forests unless there is escape.

Datum: Trees in tropical forests cannot escape predation.
Warrant: There is high predation near adults in forests unless there is escape.’
Claim: There is high predation near adults in tropical forests.

Dawm: There is high predation near adults in tropical forests.
Warrant: High predation produces low survival.
Claim: There is low survival near adults in opical forests.

Datum: There is low survival near aduits in wopical forests.
Warrant: Survival near adults determines density of adults.
Claim: There is low density near adults in wopical forests.

Damm: Argument that there is low density of adults in tropical forests.
Warrant: If A can be derived from B then B implies A.
Claim: Host-specific predarion impiies low density of adults in tropical forests.

Datum: Low density of adults occurs in wopical forests.
Warrant: Host-specific predation implies low density of adults in wopical forests.
Claim: Host specific predation implies low density of aduits where it occurs.

Datum: There is high predation near adults in forests uniess there is escape. ]
Warrant: There is high survival near adults in forests uniess there is high predation.
Claim: There is high survival near adults in forests if there is escape.

Datum: Trees in temperate forests can escape predation. _
Warrant: There is high survival near adults in forests if there is escape.
Claim: There is high survival near adults in temperate forests.

Datwm: There is high survival near adults in temperate forests.
Warrant: Survival near adults determines density of adults.

Figure 4-1. Toulmin Representation of Janzen Article.



Claim: There is high density of adults in temperate forests.

Datum: Argument that there is high density of adults in temperate forests.
Warrant: If not A can be derived from B then B does not imply A.
Claim: Host-specific predation does not imply low-density of adults in temperare forests.

- Datum: Low density of aduits does not occurin temperate forests.
Warrant: Host-specific predation does not imply low-density of adults in temperate forests.
Claim: Host-specific predation does not imply low density of aduits where it does not occur.

Datwum: Host-specific predation does not imply low density of adults where it does not occur.
Warrane if A implies B where B occurs and not where B does not oceur then A may be a cause of
B.

Claim: Host-specific predation may be a cause of low density of adults.

Figure 4-2. Toulmin Representation of Janzen Article.
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Figure 5-1. EUCLID Representation of Janzen Article
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Figure 6-1. Reduced EUCLID Representation of Janzen Article.



/*formalization of Janzen on tree distribution*/

/*rules for comparisons between habitats*/

/[*these are marked i for internal to allow unmarked name to be
used elsewhere for facts*/
imore(X,H1,H2):-more(X,H1,H2).
imore(X,H1,H2):-produces(Y,X),imore(Y,H1,H2).
imore(X,H1,H2):-ihas(H1,X), not ihas(H2,X).
imore(and(A,B),H1,H2):-imore(A,H1,H2), not imore(B,HZ2,H1).
imore(and(A,B),H1,H2):-imore(B,H1,H2), not imore{A,H2,H1).
ihas(H,X):-has(H,X).

ihas(H,X):-produces(Y,X),ihas(H,Y).
ihas(H,and(A,B)):-ihas(H,A),ihas(H,B).

ihas(H,not(X)):-not ihas(H,X).

ithas(H,X):-more(X,H,Hp).

/*use qmore, ghas to ask about conclusions*/
qmore(X,H1,H2):-imore(X,H1,H2).

ghas(H,X):-ihas(H,X).

/*facts about connections among aspects of habitats*/
produces(escape,high_survival(close)).
produces(not(escape),high_predation(close)).
produces(high_predation(close),low_density).

/*facts about the habitats*/
/*assume*/
has(temperate,escape).

has(tropics,not(escape)).

more(weather_change,temperate,tropics).
more{weather_change, temperate,escapees_on_tropical_islands).

Figure 7-1. Reduced Prolog Representation of Janzen Article



Datum: Trees in temperate forests can escape host specific predation.
Warrant: There is high survival near adults in forests if there is
escape.

Claim: There is high density of adults in temperate forests.

Datum: Trees in tropical forests cannot escape host specific
predation.

Warrant:

Claim: There is high predation near adults in tropical forests.

Datum: There is high predation near adults in tropical forects.
Warrant:
Claim: There is low density of adults in tropical forests.

Datum: There is high predation near adults in tropical forests.
Warrant: There is low density of adults in tropical forests.
Claim: Host-specific predation may be a cause of low density of
adults.

Figure 8-1. Reduced Toulmin Representation of Janzen Article.



OUne cannot, in principie, abtain
absclute program performance
verification through program
verification techniques. However,
the arguments made in this regard
by DeMille, Lipton, and Perlis
are not persussive.

Peaple like Hoare have suggested that
guaranteed performance can be achieved
with program verification.

Furthermore, it is dangerous to let
the idea go forward that absolute
verification is possible, because the
results can be disastrous in resl
warld situations.

DeMille, Lipton, and Pertis arque
for the same conclusion, but their
ressoning is bad.

They argue that social process
like those in the mathematics
field are not found in the program
verification field. Therzfore,
program verification cannot

@ yimaad

1048-49

They elso argue that program verification
i3 too tedious a procass for real life
programmers to undertake.

This is not a straw Note: | resilyinfer this arqument
man srgurnent, from the later correspondence.

1048, 1052

1062

But one cauld suppose that
those processes couid came
inte being, in principle. 1048

Also, while those processes do [
determine what is thought to be
valid, they do not determine
what actuelly i3 velid.

100

But ane could suppase an ideal ‘
programmer who would undertake it.

1052-353

1082-53

Figure 9-1. EUCLID (v2) Representation of Fetzer Article



DemMilla, Lipten, and Perlis alse That argument odvicusly does
argue that proofs can only express nat hold if proofs are trested as 1053
probabalistic proofs. deductive and hence absolute in
nature,
1083

Sa they seem to advocate a view

of mathematics as a domain of 1054

inductive procedure.

overriding camplexity inveolved
achieve deductive proofs.

This conclusion results from their view of the

intrying to 1054

In this regard, they arque that the
scaling up argument of program
verification advocates will not hold
up because resl programs are not
built up smoothly out of weil
defined pieces.

1054

But two kinds of complexity seem to be
invelved here. In fact, one can imagine
programs having cumulative complexity
being derived from simpler pieces.

Demille, Lipton, and Perlis seem to refer
to what can be called patch-work
complexity where their arqument does hold.

1083

Cumulative complexity does seem
amenable to scaling up, so there
remains a theoretical interestin
the possibility of absolute
verification despite the DeMillo,
Lipton, and Perlis arqgument.

1058

The real resson program verification
cannot be used for absolute verifiability
lies in the fact that programs are causal
medels suitable for execution, unlike
algerithms which have no causal
significance of physical counterparts.

1057

“Programs” are defined as particular
implementations of algorithms
suitable for machine execution.

1057

This distinction can be analogized to the
distinction between applied and pure
mathematics. One can achieve absolute
deductively based proofs in pure
mathematics, but only inductive proofs
are possible in applied mathematics.

1060

Figure

9-2. EUCLID (v2) Representation of Fetzer Article



Reasoning sbout programs tends to de
non-demaenstrative, ampliative, and
non-additive, whereas good deductive 1051
arguments tend to be demonstrative

(true premises cannot yield false
conclusions), non-ampliative (conclusions
do not add information to the premises), and
additive (the addition of more premises
does not affect the argument’s strength).

Inductive arguments can be styled as
knowledge~expanding while deductive 10391
arguments are truth-preserving.

Therefore, programs are only susceptible
to relative verifiability,

This distinction lies in the ides that in
deductive systems it can be absolutely
verified whether a consequence follows

from the system's primitive axioms, 10s1

while in inductive systems consequences

must be determined based on premizes

whose truth is not verifiable.

In the case of programs, thers It could be srqued | |But then, how

s simply too compiex an overall that this couid be | |would the
system fnvolving the interaction sccomplished by | |verifying

of software, firmware, hardware, machine. programs,
and so forth for absciute themselves be
verifiability to be possible. 1061 verified?
1052 1061
Programs appear to be syntactical entities,
much Tike mathematical proofs. But programs
differ in having & zemantic significance relating rasz
to the performance of operations by machine.
Itis tempting to analagize between mathematical
10Sé

thesrems and programs, but the analogy will
not hold up.

One can view the relation between
theorams and proofs as the same as
that between programs and
verifications.

Figure 9-3. EUCLID (v2) Representation of Fetzer Article




Extending that analeqy, a program

would be viewed as a function from inputs
to outputs, corresponding to rules of
inference that relate premises to
conclusions where the analogy becomes
less plausible.

But the difference lies in the fact that Note: this jsn't reaily b
while algorithms are functions from a 1056 ote: thisiant really backed
domain to range, programs need not be. P

The difference lies in the definition of
programs as csusal models of slgorithms,
where other possible definitions would
resyit in different conclusions.

1058

This difference also relates to the difference
between abstract and target machi nes, where
target machines are physical things. As 1058
defined, programs are supposed to have physical

target machine counterparts, while aigorithms
do not.

The characteristics of abstract machines can be
formalized, end are therefore susceptible to
deductive proof techniques leading to absciute 1058
verifiadility, while with programs there is
relative verifiability at best owing to the
physical relationship to target machines.

A basicerrorinarquing for absolute program

verification is to canfuze the distinction between
verifying what will happen in abstract machines 1ose
with what will happen on actual physical machines.

The difference is analogous to the difference between
pure and applied mathematics, as in the following
example. In pure mathematics 2 + 2 = 4 iz always
true, butin applied mathematics 2 units of water +
2 units of slcohal = 4 units of mixture may not be
true.

10S9

Figure 9-4., EUCLID (v2) Representation of Fetzer Article




Ons eannot, In princlpls,
obtain absolute program
performance verlifcation
thtough program
verlfication tachniques.
However, the arguments
msde jn this tegard b
DeMillo, Lipton, and Perils .
are nol parsussive,

This 15 not a steaw roan

i ] ®tgument. (Note: | restly
rrerte _Lz this argument from

the later coraspondancs.)

Peopie mwr.r:o:. have 4
suggested thal guarentes
.wmﬁﬁw&ti 3%3::52 can be
achlaved with progrim
variflcation,

shpports

[ Furthermors, 11 15
angatous to lat the ldea
go forwsrd that sbiolute
varlfication i1 poseibla,
because the results csu be
dizastrous fn real world
sltuatlons.

[ Detdiiio, Lipton, and Pariis Rut one could suppore thai
srgus for the tame £ thosa processes could come
concluston, but thels into belng, In ptinciple,

Sgfawning fs bad,

They argua thal tocial Also, whila thote procestes
processes ilkg those In the detarmine what s thought
mathematlce fleld are not supsorts——1 valld, they do not

found in the program dotarmine what actually s
veriflcation fleld. valid

Thetefote, program
verlfication cannot
succeaed.

EUCLID (v4) Representation of Fetzer Article
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They 2iso argue that

Hila programmoars to
undartake,

program verlilcation v tpo
tadlous 8 procest for reui

4
>

DeMlllo, {.fpton, and Fetils
elso nigus that proofs can

But one could suppore an
fdea! progiammer who
would undertake it

only express probablisitie
truths,

That sigumant obviousiy
doet not hold if proofs ara
trostod ar doductive and

hetice absolute In nature,

S0 they teem to advocale &
viaw of mathematicy as 2

»

rporde

domain of inductive
ptoceduie,

-3 -]

LR X-T L -]

This concluslon resuits
{rom thelt view of ths
o;:.&a« complaxity
involved Jn trying to
achleve daducilve proofs,

Inn this jegstd, they sigue
that the scaling up
argumant of program
vetiflcation advocates will
not hold up because real
programs ara not bullt up
smaothly eul of wall
defined places.

A

TN YN

Bul two kinds of
complexlly seern 10 be
Involved hare. In fact, one
can Imaglna programe
having cumulative
complexity belng detivad
from ::6«2 pleces,
DeMillo, Lipton, and Perlls
sa2in lo teler to whatl can
te called patzh-work
complenity where thaht
argumant oot held,

Cumnl

- s

scaling
? temaln
Inferas

athva complanity

doat aeem amenabla to

up, 10 thers
t 2 thaotetical
Lin tha potstbily

of abeolute verification

despits

the DeMiilo, Lipton

snd Petlis argumant,

Euel Id Windou 1§
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The real 16as0n program
yorificatlon cannatl be used
for absoluts weriflablitty
o In the fact that
progtame are csusal modals
sultable for axscutlon,
unitke algorithms which
hava no caussl signiticanca
or physlcal counterparts,

“Programs” are defined as
particular Implemantations
of slgorfthme sultable for
machine exescution.

LR 30 B ]

Thiv distfoction can be
analogized to the )
distinction batwean applled
and pure msthemsiles,

Ona can achiave absolute

EUCLID (v4) Representation of Fetzer Article

tuciid Hindou {

deductively baed proofs in
uts mathematley, but only
nductive proofs ate
postible In epplied
mathematics,
Reasoning aboul programs
tends to ba
non-detsrminaiive,
amplistive, and
non-addltive, whereat good
daductlve arguments lend
15 ba demonsirativa (trus
pramives connot ylold falsa
canclusfent),
nen-ampiiative
(conclusions ds not add N
{nformallon fo tha A
premlsas), and additive 1
- {the addition of mota inductive argumants can (@]
| premises does not affect  [=upporse-j bo stylad m i
the srgument’s strangth). kaowladge-axpanding .
while deducllve srguments [
are truth-pressiving, ¥
o
b0
o
fy




Therefora, programs ate
oiw tutceplbie to rolative
veri{iabiilty,

This distincifon Tiet in the
idea that in deductive
systams It can be
absolulaly verlfied whather
2 consequance follows

~——{ from the system’s primitlve
sxioms while in inductive
tytlems consaquences must
be datarminaed based on
premises whosae truth Iy not
vetiflable,

-

XX N-¥ -2

- B W]

in the cate of progtame,

sl ] thera Is simply too

ﬁhﬂu “ﬂwmaaﬂwﬂmﬂ_‘_-mﬂﬂmﬁn it covid bo argued that thit ~ But then, how would the
goltware, flimware #husse—y could be accompllshed by pedused vorliylng programs,
r!a!s:u. end 10 fotth for machina. m themsolves be verifled?
absolute verifiabllily to bs
posilbie.

o oo v Oy u om

Frograms sppeat 14 be
syntacilcal entitiet] much
iTke mathematlcal broofe.
But programs diffe} in
having 2 temanltlc
signiticance relatlig to the
~..::.::...:3 of epfrrations
Ly machine, .
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- e a2 S LA
fils 5:_.,::” to analepize "

belween mathematical
theorems and programs,
but the analogy will not
hold up.

One can view the reialion
betwaan thnotams and

Tooft as the same as that
stween programs and
. verifications.

Euel1d Oindou 1

Figure 10-4,



Woos o we o ea

Extending thet anslogy, &
progtam would be vlewed
83 & funcilon from :.M;:.
to outputs, corresponding
to tulas of inference that
1elale premiser to
concluslons whare the
analogy becomer fest
plausible.

But the diffatence iles in
the fact thai while
slgorlthme ars funcilons
ftom a domsln to 8 rangs,

programs naad not be,

The difstence lies in ihe
fact that whils algoeslthms

4 are functions from a
dompinto & 1ange, programs
need not bs,

This difference siso reistas
to the diffesence beiwssn

abstiact and target
machines, where target
raachines are physlcal
things. At delinad,
tograms ste 1upposad lo

RV H

machine counlerparty,
while algorithms do not,

hysical target

The charactaristics of
abrttact machines can Lo
fermabized, and are
Urrrofory susdeptitds to
deductive prool tachnlques
leading to absolute
vetiilabllity, while with
programs thets It talatlve
verittabllity at betl owing
to the physicai rslatlonship

to largel machines.

Evelld Hindou 1
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A basic error In arguing
fot gbsolute program
vetllication {3 to confuss
the distinction betwaen
verliylng what will happen
fn abstract machinas wlih
whal wlil happen on sctual
machines,

The dilfarence is
anslogous to ths ¢iffsrance
batween pure and :ﬂv:oa
mathematics, as in the
following example, in
ot P mathematlct 2 4 2 « &

s slways true, but In
avﬂ.:a msthemallcs 3
unlts of watss + 2 ynits of
slcohol « 4 unlte of
mixtuie may not be true.

L R B 2o~ e I
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They argue that social processes

like those in the mathematics 56

This argument is not

field are not found in the program iy

verification field. Therefare, persuasive.

program verification cannet

clirened Sines
But one could suppose that Alse, while those processes do
those processes could come determine what is thought ta be
inte being, in principle. valid, they do not determine

what actually is valid.
I.
They else argue that program verification So

is too tedious & process for resl life
programmers to undertake.

Since

This argument is not
persuasive.

But one could suppose an ideal

programmer who would undertake it.

Figure 11-1. Toulmin Representation of Fetzer Article.




A1

OeMillo, Lipton, and Perlis also Sa |So they seem to advocate & view Sa
~&rque that proofs cna anly express of mathematics as a domain of
probabalisitc.truths. inductive procadure.
Since

That argument obviously dees
not hold if proofs are trested as
deductive and hence absolute in
nature.

This conciusion results from their view of the
overriding complexity invelved in trying to
achieve deductive proofs.

In this regard, they argue that the
gcaling up argument of program So
verification advocates will not hald
up because resl programs are not
built up smooathly out of well
defined pieces,

This argument is not
entirely persuasive.

Since

But two kinds of camplexity seem to be
invalved here. In fact, one can imagine
programs having cumulative camplexity
being derived from simpler pieces.
Demillo, Liptan, and Perlis seem to refer
to what can be cailed patch-work
camplexity where their argument does hold.

Cumulative complexity does seem
amenable to scaling up, 3o there
remains a thesretical interestin
the possibility of absoiute
verification despite the DeMillg,
Lipten, and Periis arqument.

Figure 11-2. Toulmin Representation of Fetzer Article



All of their arguments
L, Se  |are unpersuasive, at
o least as arguments in
principle.
Since

One can counter esch argument.

Figure 11-3. Toulmin Representation of Fetzer Article



Peopie like Hoare have suggested that
guaranteed performance can be schieved
with program verification.

This is not 8 straw

Furthermore, it is dangerous to let
the ides go forward that sbsolute
verification is possible, because the
results can be disastrousin real
world situations.

"Programs” are defined as particular
implementations of algorithms
suitable for machine execution.

This difference also relates to the difference
between abstract and target machines, where
target machines are physical things. As
defined, programs are supposed to have physical
target machine counterparts, while algorithms
do nat.

Se

man arqument.

The resal ressen program verification
cannot be used for absclute verifiability
lies in the fact that programs sre causal
models suitable for exectuion, uniike
algorithms which have no causal
significance or physicai counterparts.

Figure 11-4. Toulmin Representation of Fetzer Article




Reasoning about programs tends to be
non-demonstrative, ampliative, and
nen-sdditive, whereas good deductive
arquments tend to be demonstrative
(true premises cannot yjeld false

conciusions), non-smpliative (conclusions

do net add information to the premises),
additive (the addition of more premises
does not affect the argument's streagth).

and

Sa

Inductive arguments can be styled as
knowledge-expanding while deductive
arguments are truth-preserving.

Since

' Therefore, programs are oniy susceptib

to relative verifiability.

This distinction lies in the ides that in
deductive systems it can be absolutely
verified whether a consequence follows
from the system's primitive axioms,
while in inductive systems consequences
must be determined based on premises
whose truth is not verifisbie.

[n the case of programs, there

is simply too complex an averall
system involving the interaction
of software, firmware, hardware,
and zo forth for absolute
verifiability to be possible.

It cauld be arqued

Thet argument will not

that this could be
accamplished by
machine.

Since

But then, how
would the
verifying
programs,
themseives be
verified?

held up.

Figure 11-5. Toulmin Representation of Fetzer Article



Une can view the relation between
theorems and proofs as the same as
that between programs and
verifications.

Extending that analogy, @ program 30 i analogy does not

would be viewed ag a function from inputs hold up.
to outputs, correspending to rules of
inference that relate premises to
conclusions where the analogy becomes
less plausible.

Since

‘But the difference lies in the fact that
while algorithms are functions from s
domain to range , proegrams need not be.

The difference lies in the definition of
programs as causal models of algorithms,
where other possible definitions would
result in differeat conciusions.

L,

Pragrams appear to be syntactical entities, [tis tempting to anslogize between mathematica
much like mathematical proofs. S0 thearems and programs, but the analogy wiil
not hald up. ' '
Since

But programs differ in having a semantic
significance relating to the performance of
soerstions by machine,

Figure 11-6. Toulmin Representation of Fetzer Article




This difference also relates to the differencs
between abstract and target machines, where
target machines are physical things. As
defined, programs are supposed to have physicsl
target machine counterparts, while slgorithms
do neot.

A basic error in arguing for absolute program
verification is to canfuse the distinction between
verifying what will heppen in abstract machines

with what will happen on actusl physical machines.

The difference is analogous to the differance between
pure and applied mathematics, asin the follawing
example. |n pure mathematics 2 + 2 = dis always
true, butin applied mathematics 2 units of water +
2 units of alcahol = 4-ynits of mixture may not be
true.

Se

Since

Programs are not analogous to
mathamatical proofs.

The characteristics of abstract machines can be
formalized, and are therefore susceptible to
deductive proof techniques leading to absalute
verifiability, while with programs there is
relative verifiability et best owing to the
physical relationship to target machines.

Figure 11-7. Toulmin Representation of Fetzer Article




[*This way you seem to miss the interconnectedness of the
arguments*/

absolute_var(X) :- like_pure_math(X).

like_pure_math(X) :- deductive_proof_applies(X).

deductive_proof_applies(X) :- demonstrative(X), non_ampliative(X),
additive(X). ‘
inductive_proof_applies(X) :- non_demonstrative(X), ampliatve(X),

non_additive(X).

relative_ver(X) :- 7 /*is relative verifiability the same as
induction?*/

absolute_ver(X) :- on&__complexity(X).

low_complexity(X) :- provable_premises(X).

[*argument about the argument*/

argument_matters(X) - believes_argument(X,Z),
affects_real_world(Y), person_in_field(Z).

/*arguments about DeMillo, Lipton, and Perlis arguments*/

absolute_ver(X) :- social_processes(X).
social_processes(X) :- actual_processes(X).
social_processes(X) :- could_be_processes(X).

absolute_ver(X) :- not_too_tedious(X).
not_too_tedious(X) :- actually_is_done(X).
not_too_tedious(X) :- could_be_done(X).

absolute_ver(X) :- not_probabalisitic(X).

not_probabalisitic(X) :- deductive_proof _applies(X).

/*Note: this suggests that Fetzer has really already answered this
argument about all proofs being probabalisitic*/

Figure 12-1. Prolog Representation of Fetzer Article



