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Scattered context-grammars were introduced in [1]. They constitute
one of the most interesting examples of string rewriting systems that are
"context-dependent”. However they form one of the least understood types
of grammars. Although the relationship of (some of the variations of) the
class of scattered context grammars to some classes of languages was studied
(see e.g. [2], [3]) the main question remains open: Do scattered context
grammars generate all context sensitive Tanguages? Clearly an answer to
this question would shed Tight on the role that context plays in grammars.

In this work we show that recursively enumerable languages possess a
very strong representation in the class of scattered context languages. As
a matter of fact it is well known that they possess the same representation
in the class of context sensitive lanquages:! Thus a result of this form
supports in some sense the conjecture that the class of scattered context
languages equals the class of context sensitive languages. In any case it
says that the class of scattered context languages is "close to" the class
of context sensitive languages. Since we provide a direct proof of our
result (an explicit construction is given) it gives some insight into how
scattered grammars work.

We assume the reader to be familiar with Post normal systems (e.g.
in the scope of [4]). If H is a Post normal system, « is its axiom and
oar$ > $815 o,$ > $8, are its productions then we assume that lag [ = Joy| < o]
and IB]I,IBZI > 0. The language of H consists of all the words over its
alphabet for which there is no applicable production (it is all the words x
generated in H with the property that whenever o$ - $8 is a production in
H then o is not a prefix of x). Clearly all recursively enumerable
Tanguages are generated by such systems. (In this note we consider two

languages equal if they differ at most by the empty language.)



First Tet us recall the notion of a scattered context grammar.
A scattered context grammar is a 4-tuple G = (V,r,P,S) where V is a
finite nonempty alphabet, = N V, S e V\z and P is a finite nonempty set of

productions each of which is of the form (A1""’An) -+ (Wl""’wn) where

uOA]u]Az...Anan in

and (A1""’An) +~(w],...,wn) in P we write ag= 8>

n=x>1, A]""’An e V\Z and WiseowsW € V+. For a =

Z+, B = uOW]u]...wnan

and-§> denotes the transitive and reflexive closure of the relation =) .
The ?anguage of G is defined by L(G) = {a ¢ 2* : S % al; it is refe&red
as a scattered context language. :

Defining nontrivial Tanguages by scattered context grammars is more
difficult than by context sensitive grammars. As a matter of fact no
examples of nontrivial scattered context grammars are known in the litera-
ture. For this reason we provide now an example of (what we believe is) a
nontrivial scattered context Tlanguage.

Example. Let G = (V,z,P,S) be the scattered context grammar where
V= {8,81,82,83,84,A,a}, z = {a} and P consists of the following produc-
tions:

2

3) - (aaB]aBzaA B

]582983) - (a’B] 58283)5
(81982383) »»(a,B4, )9

(B,,A) ~ (B4,a) and

(B‘l SAﬁBZSB 3)3

(B

4)
(84) - (a)-
One can prove that
2n+1

L(G) = {a AL 1}.

Here is our representation theorem for recursively enumerable
languages. (For an alphabet V and its subalphabet %, presy - is the
*
homomorphism on V that erases each letter from V\z and maps each letter

from £ into itself.)



Theorem. Let K be a recursively enumerable Tanguage over an
alphabet £. There exists a scattered context language M such that
M c {¢}"K and presy 14y,s M= K where ¢ ¢ 3.
Proof.
Let A be an alphabet such that #A = #I, let f be a homomorphism
from £ onto A and Tet KA = f(K). Clearly KA is recursively enumerable.
Let H be a Post normal system generating KA. Let w be the axiom of
H, V its total alphabet, V= {a : a e V}, V=1{a : a e V] and Tet S, ¢,
@vand & be new symbols.
Let G = (Z,z,P,S) be a scattered context grammar such that
Z=VuyVu {S,¢,"¢~,&} Uz
and P consists of the following productions:
(1) (S) = (¢ v x) where x ¢ V and w = yx.
(2) For every production a; k$ > $b in H and every x in V
(E}a1,...,ak,§) > (¢,¢,,..,¢,¢,xb]...bg_]bl) is a production in P,
(3) Let k be a positive integer such that for every production a$ - $8
in H, Ja| = k and Tet T be the set of all words over V of length k such
that whenever o$ + $8 is a production in H then o ¢ T. Then for every
d

.d, in T, d],...,dk e V and every x in V

17k
(?{:—,d],.. ksX - ¢¢ ¢¢d dk,X
is a production in P.

(4) For every x, y in V
@ X)) > f,f'](y),?) and
(§:%) > (4,57

are productions in P.

is a production in P.



*
Now one can easily prove that indeed L(G) ¢ {¢} K and pres K.

Zu {¢},2M=
The key observation is that

(1) a production of type (2) can be applied (in a successful derivation)
only to consecutive occurrences of CERRRRRL I because otherwise one obtains
a word where an occurrence of a letter from V is to the left of an occurrence
of ¢; the situation that never Teads to a terminal word.

(ii) a word w is translated to a terminal word only if the word W correspond-

ing to w in H is such that no production in H is applicable to W.
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