Preliminary Thought on Degrees of Security
in Multiprocessor Systems *

C. A. Ellis
G. J. Nutt

CU-CS-036-74

University of Colorado at Boulder
DEPARTMENT OF COMPUTER SCIENCE

* This work supported by National Science Foundation Grant #GJ-660



ANY OPINIONS, FINDINGS, AND CONCLUSIONS OR RECOMMENDATIONS
EXPRESSED IN THIS PUBLICATION ARE THOSE OF THE AUTHOR(S) AND DO NOT
NECESSARILY REFLECT THE VIEWS OF THE AGENCIES NAMED IN THE
ACKNOWLEDGMENTS SECTION.



Preliminary Thoughts on
Degrees of Security in
Multiprocessor Systems ¥

by

C. A. Ellis and G. J. Nutt
Department of Computer Science
University of Colorado
Boulder, Colorado 80302

Report # CU-CS-036-74 Jan., 1974

* This work supported by National Science Foundation Grant #GJ-660.



INTRODUCTION

The existence of simultaneously running processes in a multiprocessor
system causes certain issues in operating systems design to be critical: dead-
lock becomes more likely as the number of processes grows [2]; the scheduling of
processes to processors becomes less intuitive (i.e. more complex) [5]; and
sharing of resources under system authorization becomes more difficult to
"guarantee'" [4]. In this paper we are interested in quantifying the amount of
authorized and unauthorized resource sharing in a class of multiple process,
multiple resource systems which employ a particular protection mechanism. The
exact mechanism defined here is patterned after the approach used in the Multi
Associative Processor (MAP) design, described in detail elsewhere [1], [3], t7].

A security policy for an operating system is the particular set of rules

under which all processes must exist. This policy is set by the system designer
as he implements the software for his operating system. The implementation

of the security policy can be substantially easier if a suitable protection
mechanism is available in the hardware (or firmware) of the machine. An example
of a mechanism used to implement a variety of policies can be seen in paging
system design. A name space to memory space mechanism (such as an associative
memory) is supplied, usually in the hardware of the machine. The existence

of the virtual memory mapping mechanism allows a variety of paging policies to
be implemented, e.g. first-in-first-out, random, etc. Examples of hardware pro-
tection mechanisms incorporated into machines for particular security policies
are the key/lock memory protection on the SYSTEM/360, and the mechanism for ring

structured security policy in MULTICS [8].



The overwhelming idea behind many security policies is that of allowing no
unauthorized accesses of resources to take place in the system. It is sometimes

the case that this "perfectionist's approach"

is arbitrarily expensive to
implement. Here we are willing to allow unauthorized accesses to take place,
provided that a measure of the degree of unauthorized access is known a priori.
A typical circumstance in which this situation might arise is given by the
following example:
Suppose that a certain system has a 2-bit conventional key/lock
memory write protection mechanism. We shall assume, for simplicit&,
that there can exist only 4 key/lock pairs, 00-00, 01-01, 10-10,
and 11-11 (i.e. we ignore the existence of a ''skeleton key" for a
supervisory process). Now, if the system is to support 5 processes,
one of the following alternatives must be followed:
a) Add another bit to the keys and locks.
b) Assign the same key/lock pair to distinct processes.
The first alternative is generally economically infeasible and the
second places the burden of security on the processes using the
shared key/lock combination. This latter approach amounts to the
existence of potential unauthorized access.
In the remainder of this paper, we shall introduce a basic protection

mechanism which is a generalization of the mechanism used in the MAP system

[1, 3, 7]. Next, the idea of degrees of security is formally defined along

with some measures of unauthorized access. It is then shown that a given class
of security policies minimizes the number of unauthorized accesses that can

take place in the system.



A BASIC PROTECTION MECHANISM

Suppose there exists a set of elements, U, in a computer system, the
members of which participate in various forms of interaccess; (some of the
members may be ''processes in a domain', and others may be ''resources"). An
individual element can be classified as a subject if it instigates an access,
or an object if it receives the activity associated with the access, e.g. a
memory module, a file, another process, etc. The minimal form of access that
we shall consider is simply message passing or process intercommunication; in
a process-to-process conversation, the processes alternately take on the role
of subject and object. Denote the set of all possible subjects by S and the
set of all possible objects as 6; note that U = S ¢J 6 and that S ) 6 is not
necessarily empty.

For all 4 € S, associate an access key, A(si), corresponding to a binary
register. (This access key would be of fixed size n and be part of the process
descriptor in an implementation). Similarly, with each oj € 6, associate an
access lock, A(oj), which corresponds to an n bit binary register. If
c £ S A 0, the access key and lock are identical. We shall refer to the
L th bit in A(c) as Ak(c).

In general, it is neither necessary nor desirable for all s € S to be
able to access (or even communicate with) each oj € 6. The protection
mechanism, thus, will allow only limited access as determined by the security

policy, and is based on the:

Rule of Access: Let s; & S and o, € 0.
n
TG ARG 2 L.
(for n = register size) then s; has access to oj.

If Oj € 6 ) S, then the relationship is symmetric and "access" can be thought

of as "communicate with".



A simple application of this mechanism to obtain a well-known security
policy is illustrated by the following example:

Suppose that a certain system supports five processes simultaneously

in which one of these processes is considered to be a supervisor and

the other four are subordinate (user) processes with no ability to

directly intercommunicate. By assigning the values shown below to

4-bit access registers, one can implement a policy in which no un-

authorized communication can take place between user processes.

A (supervisor) = 1111
A (user #1) = 0001
A (user #2) = 0010
A (user #3) = 0100
A (user #4) = 1000

. . . i-1
Private resources of user #i will have an access lock value of 2 .

(Note that no user can have resources which the supervisor will not
be able to access, and with a 4-bit register, the supervisor can
have no resource which is inaccessible to all users.) If a resource
is to be shared by user #i and user #j, then the resource will have an
access lock value of 2071 + 2371,
DEGREES OF SECURITY

The previous example presupposed that there was an adequate number of
bits available in the access registers to represent any security policy with
no unauthorized accesses. In a practical situation, the length of the access
lock and key registers is fixed and the number of active elements may be large
enough to prevent maximum security. Thus we turn our attention to the situation

in which the tradeoff consideration is between the number of subjects in the

system and the integrity of the security policy.



Definitions
1. Let x,. and y.,. be boolean variables such that x,, = 1 (y,. = 1) implies
1] 1] 1] 1]
that s; has authorized (unauthorized) access to oj; Xij = O(yi, = Q)

J

otherwise. %55 N v;; = 0 nmecessarily for all i(1 < i< |s|) and for

3
all j(1 < j < lel) where lZl denotes the cardinality of the set Z.
2. Let % (yj) be the number of s, ¢ S which have authorized (unauthorized)

access to oj € 0, i.e.

a) x5 = I x,., b) vy = DI P

1] ~ o 1]
si€£S si'%ms

3. Let ;Z(;;) be the average, over 6, of the number of subjects which have

authorized (unauthorized) access to any particular oj ¢ 0, i.e.

z xj ) yj
a)'}zxo.ge - 0,.£ B

s IR ) y=_43"" .
El Kl
4, Let ég(jg) be the minimum, over © of the number of subjects which have

authorized (unauthorized) access to any particular oj € 0, i.e.

¥ = min (x.),¥=min (y.)
oj§6 J ojée J

A A

5. Let x(y) be the maximum, over P, of the number of subjects which have

authorized (unauthorized) access to any particular ojé 8, i.e.

a) ;c =0megc6 (xj), b) ;r =Om§ge (yj)
J 3
6. The degree of security of a system is then
—gabs =@+ 3;)—1
This definition yields a value of unity when the system allows no
unauthorized accesses, and less than unity otherwise., It is absolute

in the sense that it does not vary according to the size of the system,

but only according to the average number of unauthorized accesses



—6—

7. The relative degree of security of a system is

- _|sl-§£ v
Sre1 = s| -

This definition yields a value of unity when the system allows no

M

unauthorized access, and a value of zero when the maximum possible
number of unauthorized accesses are allowed. This value is therefore

relative to the size and structure of the system being analyzed.

(¥ ~

8. The minimum (maximum) degree of security of a system, aabs (Gabs) 1s
~ -1
4
a) s = LtV
~ _ vi-1
b) Sabs 1+

Recalliﬁg the example from the previous section, we consider the fre-
quently occurring case of m independent simultaneously active processes (not
including any supervisory process) each of which needs authorized access to
one (its own) memory module. Furthermore assume that k(the number of bits
in an access register), is less than m. Security of memory access in this
case can be formulated as a problem in which the processes form a set of m
(non-object) subjects having keys of length k and their memories form a set
of objects having lock registers of lengthk . By the Rule of Access, s;€S
can attain access to ojeﬁ if and only if Ah(ai) = Ah(pj) > 0 for some
1 <h < k. This example defines a class of systems with protection mechanisms
which we call Mind' This class is characterized by {Sl = [6} =m > k,
SN 6 = @, and a unique one-to-one numbering of S and 6 such that Xij = aij’
(Kronecker Delta means Xij =1 4if 41 = j’Xij = 0 otherwise) for 1 < i <k

1 <3 <n, Amethod of assigning locks to each oj€6 and keys to each s €S specifies

the security policy. The fact that m > k means that it is impdssible to assign



a unique bit or non-empty set of bits to each process and the corresponding
resource to which it has authorized access. Thus any security policy will
allow some unauthorized accesses in this case. One class of security policies

assigns [%] processes and Eg} resources to each of the possible keys containing

a single 1 except for <}emainder EE}:>of those keys which are assigned.(]%ﬂ + l:)

processes and resources where [Z] denotes the greatest integer less than or equal

to Z. Thus all processes and resources are assigned a key of the form 00...010...00.

We call this class Popt because the following theorem can be proved.
Theorem:
For any protection mechanism in the Class Mind’ strategies in the class Popt

¥
are optimal in the sense that they maximize the minimum degree of security Gabs'

Case of k = 2

a. klm, then obviously half of the key and locks are Eﬁ, half are

. . m . . -
of those keys is authorized, so jii - 1 unauthorized accesses are possible = n,

This is minimal n value because any strategy using allows no access, any

; . “ m it
strategy using ﬁgl allows subjects to access that 015 SO D =m - 1> 5 1= E;] - 1.
qg.e.d.

b. k[m, then 5514-1Aof the objects and subjects @ﬂ and i%} use gﬁ (or vice-

versa, so there exist %‘ and %- - 1 unauthorized accessors in the two cases,
. _ I _ w1 _ M A
i.e. yij [E} or else yij [£] 1 for all i,j; thus y l;]. That this y

value is minimal can be seen using the same argument as a above.

Case of k > 2

Assume induction hypothesis for all k' < k:
if m[k', then optimal is m/k -1
if m|k', then " " [m/k]
a. case k]m

Suppose j better schedule*, i.e. y* < m/k - 1 and this schedule is not solely

of form 0...010...0, thenfi o, such that its key has at least 2 ones in it



8-

(0...010...010...0). Call the set of all Sj with non-empty intersection with
A(oi) the set C. Then by assumption, |C| < &n/‘% -1 (because |C| _<_/3>* + 1) so
vy < m/k - 2. The remaining oj have bits disjoint with the key of 0;» 8O they

must share less than or equal to k -~ 2 bits. We see that this yields a system of

|S| - |C| > —I-C—E:ML m + 1 resources and k - 2 bits. By the induction hypothesis,
N S
the best we can do is y* > k m+l -1 >
k-2

[’E+ z] 1>“"1‘:><:

b. case k l m
Suppose y¥* < El/}_l] » where again joi such that its key has two or more ones.

The set C has |C| < E‘/g » SOy, < %/@ . An analogous argument to a above

shows that a system of |S| - IC[ >m [] >E-——é} must share less than or
-1

equal to k - 2 bits. By the induction hypothesis, y* > [k " iE%
k-2

if the numerator is not divisible by k-2. £§’¢
If (k-2) | (m- E:ﬁ/lﬂ) , then m - m/k approxiamtion yields the same quotient
minus 1, so

m - Im/k] = E - m/ﬂ + 1 and application
k-2 L k-2 _J

of the induction hypothesis for k' = k - 2 implies
k-1 ‘
e om= WA El—m/k _[kﬂi[ﬂ
vt 2T < - = k.

g.e.d.




SUMMARY

In this paper we have discussed a protection mechanism and its application
to implement a set of security policies; A measure of the degree of security
for a given policy is defined, and it is shown that a class of security policies
exist which maximizes the minimum degree of security. The ideas within this
paper appear very promising, and there is a lot of work to be done here. Theorems
must be obtained for & whi.h is the most interesting security measure, and other

definitions appear useful. TFor example, try the following:

(y.

2
Let qy be the variance of a security system where qy =2{' - 3)
M
We

Let ey be the deviance of a security system where ey =5 - Y.
then can say that the security range of a system is froﬁ‘§ t0’¥.
Thus all results reported here should be viewed as preliminary definitions and
assertions prefacing an in depth study which the authors are interested in
pursuing. Current research is concerned with further definitions to capture
the essence of protection structures, and extension of the degrees of security

n
results to all functions of the fornlﬁzi Ak(ai) fi Ak(pj) > % for any 0 < & <n.
k=1

Indeed, it would be useful to consider and categorize the set of all functions

of Ak which could be used as basic protection mechanisms.
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